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Preface

The past century has witnessed a number of inventions and developments
which have made music regularly accessible to more people than ever before.
Not the least of these were the inventions of the conventional analog phono-
graph and the development of broadcast radio. Both have undergone
successive changes or improvements, from the 78 rpm disc to the 33%; rpm
disc, and from the AM system to the FM stereo system. These improvements
resulted from demands for better and better quality.

Now, another change has taken place which will enable us to achieve the
highest possible audio fidelity yet — the introduction of digital technology,
specifically pulse code modulation (PCM). Research and development
efforts, concentrated on consumer products, have begun to make the extra-
ordinary advantages of digital audio systems easily accessible at home. Sony
is proud to have been one of the forerunners in this field, and co-inventor of
the compact disc digital audio system, which will lead to an entirely new level
of quality music.

Sony Service Centre (Europe) NV



A Short History of Audio
Technology

Early Years: From Phonograph to Stereo Recording

The evolution of recording and reproduction of audio signals started in 1877,
with the invention of the phonograph by T. A. Edison. Since then, research
and efforts to improve techniques have been determined by the ultimate aim
of recording and reproducing an audio signal faithfully, i.e., without intro-
ducing distortion or noise of any form.

With the introduction of the gramophone, a disc phonograph, in 1893 by P.
Berliner, the original form of our present record was born. This model could
produce a much better sound and could also be reproduced easily.

Around 1925 electric recording was started, but an acoustic method was
still mainly used in the sound reproduction system: where the sound was
generated by a membrane and a horn, mechanically coupled to the needle in
the groove in playback. When recording, the sound picked up was trans-
formed through a horn and membrane into a vibration and coupled directly
to a needle which cut the groove onto the disc.

Figure | shows Edison’s original phonograph, patented in 1877, which
consisted of a piece of tin foil wrapped around a rotating cylinder.

Vibration of his voice spoken into a recording horn (as shown) caused the
stylus to cut grooves into a tin foil. The first sound recording made was Edison
reciting ‘Mary Had a Little Lamb’ (Edison National History Site).

Figure 2 shows the Berliner gramophone, manufactured by US Gramo-
phone Company, Washington, DC. It was hand-powered and required an
operator to crank the handle up to a speed of 70 revolutions per minute (rpm)
to get a satisfactory playback (Smithsonian Institution).
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Figure 2 Berliner gramophone

Further developments such as the electric crystal pick-up and, in the 1930s,
broadcast AM radio stations made the SP (standard playing 78 rpm record)
popular. Popularity increased with the development, in 1948 by CBS, of the
33Y3 rpm long-playing record (LP), with about 25 minutes of playing time on
each side. Shortly after this, the EP (extended play) 45 rpm record was
introduced by RCA with an improvement in record sound quality. At the
same time, the lightweight pick-up cartridge, with only a few grams of stylus
pressure, was developed by companies like General Electric and Pickering.

The true start of progress towards the ultimate aim of faithful recording
and reproduction of audio signals was the introduction of stereo records in
1956. This began a race between manufacturers to produce a stereo repro-
duction tape recorder, originally for industrial master use. However, the race
led to a simplification of techniques which, in turn, led to development of
equipment for domestic use.

Broadcast radio began its move from AM to FM, with consequent
improvement of sound quality, and in the early 1960s stereo FM broadcasting
became a reality. In the same period the compact cassette recorder which
would eventually conquer the world was developed by Philips.
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Developments in Analog Reproduction Techniques

The three basic media available in the early 1960s: tape, record and FM
broadcast, were all analog media. Developments since then include:

Developments in turntables

There has been remarkable progress since the stereo record appeared.
Cartridges, which operate with stylus pressure of as little as 1 gram were
developed and tonearms which could trace the sound groove perfectly with
this one gram pressure were also made. The hysteresis synchronous motor
and DC servo motor were developed for quieter, regular rotation and elimin-
ation of rumble. High-quality heavyweight model turntables, various turn-
table platters, and insulators were developed to prevent unwanted vibrations
from reaching the stylus. With the introduction of electronic technology, full
automation was performed. The direct drive system with the electronically
controlled servo motor, the BSL motor (brushless and slotless linear motor)
and the quartz locked DC servo motor were finally adopted together with the
linear tracking arm and electronically controlled tonearms (biotracer). So,
enormous progress was achieved since the beginning of the gramophone: in
the acoustic recording period, disc capacity was 2 minutes on each side at
78 rpm, and the frequency range was 200 Hz—3 kHz with a dynamic range of

Photo 1 PS-X75 analog record player
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18dB. At its latest stage of development, the LP record frequency range is
30 Hz-15 kHz, with a dynamic range of 65 dB in stereo.

Developments in tape recorders

In the 1960s and 1970s, the open reel tape recorder was the instrument used
both for record production and for broadcast so efforts were constantly made
to improve the performance and quality of the signal. Particular attention
was paid to the recording and reproduction heads, recording tape as well as

Photo 2 TC-766-2 analog domestic reel-to-reel tape recorder
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tape path drive mechanism with, ultimately, a wow and flutter of only
0.02% wrms at 38 cm/s, and of 0.04% wrms at 19 cm/s. Also the introduction
of compression/expansion systems such as Dolby, dBx, etc. improved the
available signal-to-noise ratios.

Professional open reel tape recorders were too bulky and too expensive for
general consumer use, however, but since its invention in 1963 the compact
cassette recorder began to make it possible for millions of people to enjoy
recording and playing back music with reasonable tone quality and easy
operation. The impact of the compact cassette was enormous and tape
recorders for recording and playing back these cassettes became quite indis-
pensable for music lovers, and for those who use the cassette recorders for a
myriad of purposes such as taking notes for study, recording speeches,
dictation, for ‘talking letters’ and for hundreds of other applications.

Inevitably, the same improvements used in open reel tape recorders
eventually found their way into compact cassette recorders.

Photo 3 Audio tapes, elcasets, compact cassettes and microcassettes
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Limitations of Analog Audio Recording

Despite the spectacular evolution of techniques and the improvements in
equipment, by the end of the 1970s the industry had almost reached the level
above which few further improvements could be performed without
increasing dramatically the price of the equipment. This was because quality,
dynamic range, distortion (in its broadest sense) are all determined by the
characteristics of the medium used (record, tape, broadcast) and by the
processing equipment. Analog reproduction techniques had just about
reached the limits of their characteristics.

Figure 3 represents a standard analog audio chain, tfrom recording to
reproduction, showing dynamic ranges in the three media: tape, record,
broadcast.

Lower limit of dynamic range is determined by system noise and especially
the lower frequency component of the noise. Distortion by system non-
linearity generally sets the upper limit of dynamic range.

The strength and extent of a pick-up signal from a microphone is deter-
mined by the combination of the microphone sensitivity and the quality of the
microphone pre-amplifier, but it is possible to maintain a dynamic range in
excess of 90 dB by setting the levels carefully. However, the major problems

metreereere— REPRODUCTION (HOME) ————tmm-

RECORDING-REPRODUCTION'BROADCAST

~———— SOUND COLLECTION — o lr[
e SOUND ADJUSTMENT e 1.
— BROADCAST, LIVING ROOM/
INSTRUMENTS LISTENING ROOM
MIC.
RECORDER TAPE
| PRe. SPEAKER
AMPUFIER LEVEL CONTROL AMPLIFIER
SINGER
€L
CONTROL
AMPLIFIER oIsC RECORD
DISTORTION ¢ pisTOR- PLAYER
% TION 10%
MAXIMUM PEAX 36 pc
ORCHESTAA
MAX, AVE. T |
PEAK 8 g [ (LEVEL 100%
a COMPRESSION) & pisToRTioN £ MODULATION xmuun AMPLITUDE
STANDARD w = 3% - Y 30 RECORDS
104b BAR fSTANC i
> MAX. AVE.
% AMPLITUDE
LEVEL
CONTROL 3 ]
s = 1 SIGNAL < SPEED M
E 2 f 5 3 AMPLI-
5 = d o 9 = 2 “ A
b - 2 - % TuDE §
STUDIO I &
NOISE LEVEL oLE 5]
INHOLE BAND- BANDWIDTH) B
WIDTH} AVERAGE -
STUDIO SOUND - ETWORK
PRESSURE NOISE LEVEL (WHOLE (A NETWORK)
NOISE LEVEL (A NETWORK) BANDWIDTH}
(A CURVE) (A LEVEL NETWORK)

Figure 3 Typical analog audio systems, showing dynamic range
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in microphone sound pick-up are the various types of distortion inherent in
the recording studio, which cause a narrowing of the dynamic range, i.e.,
there is a general minimum noise level in the studio, created by, say, artists or
technical staff moving around, or the noise due to air currents and breath,
and all types of electrically induced distortions.

Up to the pre-mixing and level amplifiers no big problems are encountered.
However, depending on the equipment used for level adjustment, the low
and high limits of dynamic range are affected by the use of equalization. The
type and extent of equalization depend on the medium. Whatever, control
amplification and level compression are necessary, and this affects the sound
quality and the audio chain. Furthermore, if you consider the fact that for
each of the three media (tape, disc, broadcast) master tape and mother tape
are used, you can easily understand that the narrow dynamic range available
from conventional tape recorders becomes a ‘bottle neck’ which affects the
whole process.

To summarize, in spite of all the spectacular improvements in analog
technology, it is clear that the original dynamic range is still seriously affected
in the analog reproduction chain.

Similar limits to other factors affecting the system: frequency response,
signal-to-noise ratio, distortion, etc. exist simply due to the analog processes
involved. These reasons prompted manufacturers to turn to digital tech-
niques for audio reproduction.

First Development of PCM Recording Systems

The first public demonstration of pulse code modulated (PCM) digital audio
was in May 1967, by NHK (Japan Broadcasting Corporation) and the record
medium used was a 1-inch, 2-head, helical scan VTR. The impression gained
by most people who heard it was that the fidelity of the sound produced by the
digital equipment could not be matched by any conventional tape recorder.
This was mainly because the limits introduced by the conventional tape
recorder simply no longer occurred.

As shown in Figure 4a, the main reason why conventional analog tape
recorders cause such a deterioration of the original signal is firstly that the
magnetic material on the tape actually contains distortion components before
anything is actually recorded. Secondly, the medium itself is non-linear, that
is, it is not capable of recording and reproducing a signal with total accuracy.
Distortion is, therefore, built-in to the very heart of every analog tape
recorder. In PCM-recording (Figure 4a), however, the original bit value
pattern corresponding to the audio signal, and thus the audio signal itself, can
be fully recovered, even if the recorded signal is distorted by tape non-
linearities and other causes.
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Figure 4 Showing (a) conventional analog and (b) PCM digital tape recording

After this demonstration at least, there were no grounds for doubting the
high sound quality achievable by PCM techniques. The engineers and music
lovers who were present at this first public PCM playback demonstration,
however, had no idea when this equipment would be commercially available,
and many of these people had only the vaguest concept of the effect which
PCM recording systems would have on the audio industry. In fact, it would be
no exaggeration to say that owing to the difficulty of editing, the weight, size,
price, and difficulty in operation, not to mention the necessity of using the
highest-quality ancillary equipment (another source of high costs), it was at
that time very difficult to imagine that any meaningful progress could be
made.

Nevertheless, highest-quality record production at that time was by the
direct cutting method, in which the lacquer master is cut without using master
and mother tapes in the production process: the live source signal is fed
directly to the disc cutting head after being mixed. Limitations due to analog
tape recorders were thus side-stepped. Although direct cutting sounds quite
simple in principle, it is actually extremely difficult in practice. First of all, all
the required musical and technical personnel, the performers, the mixing and
cutting engineers, have to be assembled together in the same place at the
same time. Then the whole piece to be recorded must be performed right
through from beginning to end with no mistakes, because the live source is
fed directly to the cutting head.
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If PCM equipment could be perfected, high-quality records could be
produced while solving the problems of time and value posed by direct
cutting. PCM recording meant that the process after the making of the master
tape could be completed at leisure.

In 1969, Nippon Columbia developed a prototype PCM recorder, loosely
based on the PCM equipment originally created by NHK: a 4-head VTR with
2-inch tape was used as a recording medium, with a sampling rate of
47.25 kHz using a 13-bit linear analog-to-digital converter. This machine was
the starting-point for the PCM recording systems which are at present
marketed by Sony, after much development and adaptation.

Development of Commercial PCM Processors

In a PCM recorder, there are three main parts: an encoder which converts the
audio source signal into a digital PCM signal, a decoder to convert the PCM
signal back into an audio signal and, of course, there has to be a recording
medium, using some kind of magnetic tape for record and reproduction of the
PCM encoded signal.

The time period occupied by one bit in the stream of bits composing a PCM
encoded signal is determined by the sampling frequency and the number of
quantization bits. If, say, a sampling frequency of 50 kHz is chosen (sampling
period 20 us), and that a 16-bit quantization system is used, then the time
period occupied by one bit when making a two-channel recording will be
about 0.6 us. In order to ensure the success of the recording, detection
bits for the error-correction system will also have to be included. As a result,
it is necessary to employ a record/reproduction system which has a bandwidth
of between about 1 and 2 MHz.

Bearing in mind this bandwidth requirement, the most suitable practical
recorder is a video tape recorder (VTR). The VTR was specifically designed
for recording TV pictures, in the form of video signals. To successfully record
a video signal, a bandwidth of several megahertz is necessary, and it is a
happy coincidence that this makes the VTR eminently suitable for recording
a PCM encoded audio signal.

The suitability of the VTR as an existing recording medium meant that the
first PCM tape recorders were developed as two-unit systems comprising a
VTR and a digital audio processor. The latter was connected directly to an
analog hi-fi system for actual reproduction. Such a device, the PCM-1, was
first marketed by Sony in 1977.

In the following year, the PCM-1600 digital audio processor for profes-
sional applications was marketed. In April 1978, the use of 44.056 kHz as a
sampling frequency (the one used in the above-mentioned models) was
accepted by the AES (Audio Engineering Society).
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Photo 4 PCM-1 digital audio processor

At the 1978 CES (Consumer Electronics Show) held in the USA, an
unusual display was mounted. The most famous names among the American
speaker manufacturers demonstrated their latest products using a PCM-1
digital audio processor and a consumer VTR as the sound source. Compared
with the situation only a few years ago, when the sound quality available from
tape recorders was regarded as being of relatively low standard, the testing of
speakers using a PCM tape recorder marked a total reversal of
thought. The audio industry had made a major step towards true fidelity to
the original sound source, through the total redevelopment of the recording
medium which used to cause most degradation of the original signal.

At the same time a committee for the standardization of matters relating to
PCM audio processors using consumer VTRs was established, in Japan, by 12
major electronics companies. In May 1978 they reached agreement on the
EIAJ (Electronics Industry Association of Japan) standard. This standard
basically agreed on a 14-bit linear data format for consumer digital audio
applications.

The first commercial processor for domestic use according to this EIAJ
standard, which gained great popularity, was the now famous PCM-F1
launched in 1982. This unit could be switched from 14-bit into 16-bit linear
coding/decoding format so, in spite of being basically a product designed for
the demanding hi-fi enthusiast, its qualities were so outstanding that it was
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immediately used on a great scale in the professional audio recording busi-
ness as well, thus quickening the acceptance of digital audio in the recording

studios.
In the professional field the successor to the PCM-1600, the PCM-1610,

used a more elaborate recording format than EIAJ and consequently necessi-
tated professional VTRs based on the U-Matic standard. It quickly became a
de facto standard for two-channel digital audio production and compact disc
mastering.

Photo 5 PCM-F1 digital audio processor

Photo 6 PCM-1610 digital audio processor
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Stationary Head Digital Tape Recorders

The most important piece of equipment in the recording studio is the multi-
channel tape recorder: different performers are recorded on different
channels - often at different times — so that the studio engineer can create the
required ‘mix’ of sound before editing and dubbing. The smallest number of
channels used 1s generally 4, the largest 32.

A digital tape recorder would be ideal for studio use because dubbing
(re-recording of the same piece) can be carried out more or less indefinitely.
On an analog tape recorder (Figure 5), however, distortion increases with
each dub. Also, a digital tape recorder is immune to cross-talk between
channels, which can cause problems on an analog tape recorder.

[t would, however, be very difficult to satisfy studio standard requirements
using a digital audio processor combined with a VTR. For a studio, a fixed
head digital tape recorder would be the answer. Nevertheless, the construc-
tion of a stationary head digital tape recorder poses a number of special
problems. The most important of these concerns the type of magnetic tape
and the heads used.

The head-to-tape speed of a helical scan VTR (Figure 5) used with a digital
audio processor is very high, around 10 metres per second. However, on a
stationary head recorder, the maximum speed possible is around 50 centi-
metres per second, meaning that information has to be packed much more
closely on the tape when using a stationary head recorder; in other words, it
has to be capable of much higher recording densities. As a result of this, a
great deal of research was carried out in the 1970s into new types of
modulation recording systems, and special heads capable of handling high-
density recording.

Another problem is generated when using a digital tape recorder to edit
audio signals — it is virtually impossible to edit without introducing ‘artificial’
errors in the final result. Extremely powerful error-correcting codes were
invented capable of eliminating these errors.

The digital multi-channel recorder had finally developed after all the
problems outlined above had been resolved. A standard format for station-
ary head recorders, called DASH (digital audio stationary head) was agreed
upon by major manufacturers like Studer, Sony and Matsushita. Example of
such a machine is the 24-channel Sony PCM-3324.

Development of the Compact Disc

In the 1970s the age of the video disc began, with three different systems
being pursued: the optical system, where the video signal is laid down as a
series of fine grooves on a sort of record, and is read off by a laser beam; the
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Photo 7 PCM-3324 digital audio stationary head (DASH) recorder

capacitance system, which uses changes in electrostatic capacitance to plot
the video signal; and the electrical system, which uses a transducer.
Engineers then began to think that because the bandwidth needed to record a
video signal on a video disc was more than the one needed to record a
digitized sound signal, similar systems could be used for PCM/VTR recorded
material. Thus the digital audio disc (DAD) was developed, using the same
technologies as the optical video discs: in September 1977, Mitsubishi, Sony
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and Hitachi demonstrated their DAD systems at the Audio Fair. Because
everyone knew that the new disc systems would eventually become widely
used by the consumer, it was absolutely vital to reach some kind of agreement
on standardization.

Furthermore, Philips from the Netherlands, who had been involved in the
development of video disc technology since the early 1970s had by 1978 also
developed a DAD, with a diameter of only 11.5 cm, whereas most Japanese
manufacturers were thinking of a 30 cm DAD, in analogy with the analog LP.
Such a large record however would hold up to 15 hours of music, so it would
be rather impractical and expensive.

During a visit of Philips executives to Tokyo, Sony was confronted with the
Philips idea, and they soon joined forces to develop what was to become the
now famous compact disc, which was finally adopted as a world-wide
standard. The eventual disc size was decided upon as 12 cm, in order to give it
a capacity of 74 minutes: the approximate duration of Beethoven’s Ninth
Symphony.

The compact disc was finally launched on the consumer market in October
1982, and in a few years, it gained great popularity with the general public,
becoming an important part of the audio business.

Peripheral Equipment for Digital Audio Production

It is possible to make a recording with a sound quality extremely close to the
original source, when using a PCM tape recorder, as digital tape recorders do
not ‘colour’ the recording a failing inherent in analog tape recorders. More
important, a digital tape recorder offers scope for much greater freedom and
flexibility during the editing process.

There follows a brief explanation of some peripheral equipment used in a
studio or a broadcasting station as part of a digital system for the production
of software.

@ Digital mixer. A digital mixer which processed the signal fed to it digitally
would prevent any deterioration in sound quality, and would allow the
greatest freedom for the production of software. The design and con-
struction of a digital mixer is an extremely demanding task. However,
multi-channel mixers suitable for use in studios and broadcasting stations
have been produced and are starting to replace analog mixing tables in
demanding applications.

@ Digital editing console. One of the major problems associated with using a
VTR-based recording system is the difficulty in editing. The signal is
recorded onto a VTR cassette, which means that normal cutting and
splicing of the tape for editing purposes is impossible. Therefore, one of



16 A Short History of Audio Technology

Photo 8 Digital editing console

Photo 9 Digital reverberator
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the most pressing problems after development of PCM recording systems
is the design of an electronic editing console. The most popular editing
console associated with the PCM-1610 recording system is Sony’s DAE-
1100.

@ Digital reverberator. A digital reverberator is based on a totally different
concept from conventional reverb units, which mostly use a spring or a
steel plate to achieve the desired effect. Such mechanical reverbs are
limited in the reverb effect and suffer significant signal degradation.
Reverb effect available from a digital reverberation unit covers an
extremely wide and precisely variable range, without signal degradation.

@ Sampling frequency conversion and quantization processing. A sampling
frequency unit is required to connect together two pieces of digital record-
ing equipment which use different sampling frequencies. Similarly, a
quantization processor is used between two pieces of equipment using
different quantization bit numbers. These two devices allow free transfer
of information between digital audio equipment of different standards.

Outline of a Digital Audio Production System

Several units from the conventional analog audio record production system
can already be replaced by digital equipment in order to improve the quality
of the end product, as shown in Figure 6.

Audio signals from the microphone, after mixing, are recorded on a
multi-channel digital audio recorder. The output from the digital recorder is
then mixed into a stereo signal through the analog mixer, with or without the
use of a digital reverberator.

The analog output signal from the mixer is then converted into a PCM
signal by a digital audio processor and recorded on a VTR.

Editing of the recording is performed on a digital audio editor by means of
digital audio processors and VTRs. The final result is stored on a VTR-tape
or cassette. The cutting machine used is a digital version.

When the mixer is replaced by a digital version and — in the distant future —
a digital microphone is used, the whole production system will be digitized.

Digital Audio Broadcasting

Since 1978, FM broadcasting stations have expressed a great deal of interest
in digital tape recorders, realizing the benefits they could bring almost as soon
as they had been developed. Figure 7 shows an FM broadcast set-up using
digital tape recorders to maintain high-quality broadcasts.
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In the near future, high-quality broadcasts will probably be made through
completely digitized PCM systems, as shown in Figure 8. A bandwidth of
several megahertz would be needed, however, a much higher frequency
range than used at present in FM broadcasting. To broadcast such a wide
bandwidth, a transmitting frequency with a wavelength of less than one
centimetre would have to be used. Because of these factors, the most effect-
ive method for broadcasting a PCM signal, also from the point of view of
areas which could be covered, would probably be via satellite. A great deal of
research has been carried out in this field in recent years.

A standard for multi-channel digital audio broadcasting has been
developed jointly by manufacturers and broadcasters from various countries.
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R-DAT and S-DAT: New Digital Audio Tape Recorder Formats

Further investigation to develop small, dedicated, digital audio recorders
which would not necessitate a video recorder has led to a parallel develop-
ment of both rotary-head and stationary-head approaches, resulting in the
so-called R-DAT (rotary head digital audio tape recorder), and S-DAT
(stationary head digital audio tape recorder) formats.

Like its professional counterpart, the S-DAT system relies on multiple-
track thin-film heads to achieve a very high packing density, whereas the
R-DAT system is actually a miniaturized rotary-head recording system,
similar to video recording systems, optimized for audio applications.

The R-DAT system, launched first on the market, uses a small cassette of
only 73 X 54 x 10.5 mm - about one half of the well-known analog compact
cassette. Tape width is 3.81 mm — about the same as the compact cassette.
Other basic characteristics of R-DAT are:

@ multiple functions: a variety of quantization modes and sampling rates;
several operating modes such as extra-long playing time, 2- or 4-channel
recording, direct recording of digital broadcasts

® very high sound quality can be achieved using a 48kHz sampling
frequency and 16-bit linear quantization

@ high-speed search facilities

@ very high recording density, hence reduced running cost (linear tape
speed only 0.815cm/s)

@ very small mechanism.

@ SCMS: Serial Copy Management System, a copy system that allows the
user to make a single copy of a copyrighted digital source.

A description of the R-DAT format and system is given in Chapter 17.

The basic specifications of the S-DAT system have been initially determined:
in this case, the cassette will be reversible (as the analog compact cassette),
using the same 3.81-mm tape.

Two or four audio channels will be recorded on 20 audio tracks. The width
of the tracks will be only 65 um (they are all recorded on a total width of only
1.8 mm!) and, logically, various technological difficulties hold up its practical
realization in the short term.

Summary of Development of Digital Audio Equipment at Sony

October 1974
First stationary digital audio recorder, the X-12DTC, 12-bit
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Photo 10 DTC-55ES R-DAT player

September 1976

FM format 15-inch digital audio disc read by laser. Playing time: 30 minutes
at 1800 rpm, 12-bit, 2-channel

October 1976

First digital audio processor, 12-bit, 2-channel, designed to be used in con-
junction witha VTR

June 1977

Professional digital audio processor PAU-1602, 16-bit, 2-channel, purchased
by NHK (Japan Broadcasting Corporation)

September 1977

World’s first consumer digital audio processor PCM-1, 13-bit, 2-channel
15-inch digital audio disc read by laser. Playing time: 1 hour at 900 rpm

March 1978

Professional digital audio processor PCM-1600

April 1978

Stationary-head digital audio recorder X-22, 12-bit, 2-channel, using Ya-inch
tape
World’s first digital audio network

October 1978

Long-play digital audio disc read by laser. Playing time: 2%z hours at 450 rpm

Professional, multi-channel, stationary-head audio recorder PCM-3224, 16-
bit, 24-channel, using 1-inch tape

Professional digital audio mixer DMX-800, 8-channel input, 2-channel
output, 16-bit

Professional digital reverberator DRX-1000, 16-bit
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May 1979

Professional digital audio processor PCM-100 and consumer digital audio
processor PCM-10 designed to EIAJ (Electronics Industry Association of
Japan) standard

October 1979

Professional, stationary-head, multi-channel digital audio recorder PCM-
3324, 16-bit, 24-channel, using z-inch tape

Professional stationary-head digital audio recorder PCM-3204, 16-bit,
4-channel, using %a-inch tape

May 1980

Willi Studer of Switzerland agrees to conform to Sony’s digital audio format
on stationary-head recorder

June 1980
Compact disc digital audio system mutually developed by Sony and Philips

October 1980

Compact disc digital audio demonstration with Philips, at Japan Audio Fair
in Tokyo

February 1981

Digital audio mastering system including digital audio processor PCM-1610,
digital audio editor DAE-1100 and digital reverberator DRE-2000

Spring 1982

PCM adapter PCM-F1 which makes digital recordings and playbacks on a
home VTR

October 1982

Compact disc player CDP-101 is launched onto the Japanese market and as of
March 1983 it is available in Europe

1983

Several new models of CD players with sophisticated features: CDP-701,
CDP-501, CDP-118
PCM-701 encoder
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November 1984

Portable CD player: the D-50
Car CD players: CD-X5 and CD-XR7

1985
Video 8 multi-track PCM-recorder (EV-5700)

March 1987
First R-DAT player DTC-1000ES launched onto the Japanese market

July 1990

Second generation R-DAT player DTC-55ES available on the European
market

March 1991

DAT Walkman: TCD-D3
Car DAT player: DTX-10
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Introduction

For many years, two main advantages of the digital processing of analog
signals have been known.

First, if the transmission system is properly specified and dimensioned,
transmission quality is independent of the transmission channel or medium.
This means that, in theory, factors which affect the transmission quality
(noise, non-linearity, etc.) can be made arbitrarily low by proper dimension-
ing of the system.

Second, copies made from an original recording in the digital domain, are
identical to that original; in other words, a virtually unlimited number of
copies, which all have the same basic quality as the original, can be made.
This is a feature totally unavailable with analog recording.

A basic block diagram of a digital signal processing system is shown in
Figure 1.1.

Digital audio processing does require an added circuit complexity, and a
larger bandwidth than analog audio processing systems, but these are minor
disadvantages when the extra quality is considered.

Perhaps the most critical stages in digital audio processing are the con-
versions from analog to digital signals, and vice versa. Although the
principles of A/D and D/A conversion may seem relatively simple, in fact,
they are technically speaking very difficult and may cause severe degradation
of the original signal. Consequently, these stages often generate a limiting
factor that determines the overall system performance.

Conversion from analog to digital signals is done in several steps:

@ filtering — this limits the analog signal bandwidth, for reasons outlined
below
@ sampling — converts a continuous-time signal into a discrete-time signal



28 Principles of Digital Signal Processing

Input —

Analog Input

Output——r

Analog Output

Analog A/D Digital Digital encoding,
signal signal processing and storage
Coded digital
signal
Cable, transmission,
recording iape , etc... Channel
Coded digital
signal
Analog digital Digital decoding
Signal D/A signal processing and storage

Figure 1.1 Basic digital signal processing system
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Figure 1.2 An analog-to-digital conversion system

® quantization — converts a continuous-value signal into a discrete-value

signal

@® coding — defines the code of the digital signal according to the application
that follows.

Figure 1.2 shows the block diagram of an analog-to-digital conversion

system.
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Principles of Sampling

The Nyquist Theorem

By definition, an analog signal varies continuously with time. To enable it to
be converted into a digital signal, it is necessary that the signal is first
sampled, i.e., at certain points in time a sample of the input value must be
taken (Figure 2.1). The fixed time intervals between each sample are called
sampling intervals (t;).

Although the sampling operation may seem to introduce a rather drastic
modification of the input signal (as it ignores all the signal changes that occur
between the sampling times), it can be shown that the sampling process in
principle removes no information whatsoever, as long as the sampling
frequency is at least present in the input signal. This is the famous Nyquist
theorem on sampling (also called the Shannon theorem).

The Nyquist theorem can be verified if we consider the frequency spectra
of the input and output signals (Figure 2.2).

An analog signal i; which has a maximum frequency f_,,, will have a

SAMPLING J“h
O—- o --
CIRCUIT 8
[}
[ ]
1
INPUT SIGNAL tgs —
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Figure 2.1
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Figure 2.2 Showing the sampling process in (a} time domain and (b} frequency
domain

spectrum having any form between OHz and f_, (Figure 2.2.1a); the
sampling signal s, having a fixed frequency {;, can be represented by one
single line at f; (Figure 2.2.1b). The sampling process is equivalent to a
multiplication of i, and s, and the spectrum of the resultant signal (Figure
2.2.3b) can be seen to contain the same spectrum as the analog signal,
together with repetitions of the spectrum modulated around multiples of the
sampling frequency. As a consequence, low-pass filtering can completely
1isolate and thus completely recover the analog signal.

The pictures in Figure 2.3 show two sine waves (bottom traces) and their
sampled equivalents (top traces).
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Figure2.3 Twoexamples of sine waves togetherwith sampled versions (a) (top)
1 kHz sine wave (b) (bottom) 10 kHz sine wave. Sampling frequency fs, is
44.056 kHz
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Figure 2.5 Characteristic of an anti-aliasing filter

Although sampling in Figure 2.3b seems much coarser than in Figure 2.3a,
in both cases restitution of the original signal is perfectly possible.

Figure 2.2.3b also shows that f, must be greater than 2f_,, otherwise the
original spectrum would overlap with the modulated part of the spectrum,
and consequently be inseparable from it (Figure 2.4).

For example, a 20 kHz signal sampled at 35 kHz produces a 5 kHz differ-
ence frequency. This phenomenon is known as aliasing.
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To avoid aliasing due to harmonics of the analog signal, a very sharp cut-off
filter (known as an anti-aliasing filter) is used in the signal path to remove
harmonics before sampling takes place. Characteristic of a typical anti-
aliasing filter is shown in Figure 2.5.

Sampling Frequency

From this, it is easy to understand that the selection of the sampling fre-
quency is very important. On one hand, selecting too high a sampling rate
would increase the hardware costs dramatically. On the other hand, since
ideal low-pass filters do not exist, a certain safety margin must be incor-
porated in order to avoid any frequency higher than %z, passing through the
filter with insufficient attenuation.

EIA]J format

For an audio signal with a typical bandwidth of 20 Hz to 20 kHz, the lowest
sampling frequency which corresponds to the Nyquist theorem is 40 kHz. At
this frequency a very steep and, consequently, very expensive anti-aliasing
filter, is required. Therefore a sampling frequency of approximately 44 kHz is
typically used, allowing use of an economical “anti-aliasing filter’; flat until
20kHz but with sufficient attenuation (60 dB) at 22 kHz to make possible
aliasing components inauditle.

Furthermore, because the first commercially available digital audio
recorders stored the digital signal using a standard helical scan video
recorder, there had to be a fixed relationship between sampling frequency (f;)
and horizontal video frequency (f,), so these frequencies could be derived
from the same master clock by frequency division.

For the NTSC 525-line television system, a sampling frequency of
44,055944 .. . Hz was selected, whereas for the PAL 625-line system, a
frequency of 44,100 Hz was chosen. The difference between these two fre-
quencies is only 0.1%, which is negligible for normal use (the difference
translates as a pitch difference at playback, and 0.1% is entirely impercept-
ible).

Compact disc sampling rate

For compact disc, the same sampling rate as used in the PCM-F1 format, i.e.,
44.1 kHz, was commonly agreed upon by the establishers of the standard.

Video 8§ PCM

The video 8 recording standard also has a provision for PCM recording. The
PCM data is recorded in a time-compressed form, into a 30° tape section of
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Figure 2.6 Showing how PCM coded audio signals are recorded on a section of
tape in a Video 8 track

each video channel track (Figure 2.6). However, sampling frequency must be
reduced to allow the data to fit.

Nevertheless, as the sampling frequency 1s exactly twice the video hori-
zontal frequency (f,,), the audio frequency range is still more than 15kHz,
which is still acceptable for hi-fi recording purposes. Table 2.1 lists the
horizontal frequencies for PAL and NTSC television standards, giving result-
ant sampling frequencies.
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Also, since only 30° of the track are used for the audio recording, a
multi-channel (6 channels) PCM recording is possible when the whole video
recording area is used for PCM.

Table 2.1 Horizontal and sampling frequencies of Video 8 recorders, on PAL
and NTSC television standards

PAL NTSC
fn 15.625 15.734365
f. 31.250 31.468530

Sampling rate for professional application

A sampling frequency of 32kHz has been chosen by the EBU for PCM
communications for broadcast and telephone, since an audio frequency
range of up to 15kHz is considered to be adequate for television and FM
radio broadcast transmissions.

As we saw in Chapter 1, stationary-head digital audio recorders are most
suited to giving a multi-track recording capability in the studio. One of the
aspects of such studio recorders is that the tape speed must be adjustable, in
order to allow easy synchronization between several machines and correct
tuning. Considering a speed tuning range of, say, 10%, a sampling frequency
of 44 kHz could decrease to less than 40 kHz, which is too low to comply with
the Nyquist theorem. Therefore, such machines should use a higher sampling
rate which at the lowest speed must still be above 2f,.

After a study of all aspects of this matter, 48 kHz has been selected as
recommended sampling frequency for studio recorders. This frequency is
compatible with television and motion-picture system frame frequencies (50
and 60 Hz) and has an integer relationship (3/2) with the 32 kHz sampling of
the PCM network used by broadcast companies. The relationships between
sampling frequency and frame frequencies (1/960, 1/800) enable the applica-
tion of time coding, which is essential for editing and synchronization of the
tape recorder. As there is no fixed relationship between 44.1kHz (CD
sampling frequency) and 48 kHz, Sony’s studio recorders can use either
frequency.

The reason why so much importance was attached to the integer relation of
sampling frequencies is conversion: it is then possible to economically dub or
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convert the signals in the digital mode without any deterioration. Newly
developed sampling rate converters, however, allow to convert also between
non-related sampling rates, so that this issue has become less important than
it used to be.

Sampling rates for R-DAT and S-DAT formats

In the DAT specification, multiple sampling rates are possible to enable
different functions:

@ 48 kHz, for highest-quality recording and playback

® 32kHz, for high-quality recording with longer recording time or for
recording on four tracks and for direct (digital) recording of digital
broadcasts

@ 44.1kHz playback-only, for reproduction of commercial albums released
on R-DAT or S-DAT cassettes.

Sample-Hold Circuits

In the practice of analog-to-digital conversion, the sampling operation is
performed by sample-hold circuits, that store the sampled analog voltage for
a time; during which the voltage can be converted by the A/D converterinto a
digital code. The principle of a sample-hold circuit is relatively simple and is
shown in Figure 2.7.

SAMPLE

IN ouT 1
! _I_ /

l © HOLD
CONTROL

Figure 2.7 Basic sample-hold circuit
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Figure 2.8 Sine wave before (top} and after (bottorn) sample-hold

— 1 S )
Vin IC / Voout
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Figure 2.9 FET input sample-hold circuit

A basic sample-hold circuit is a ‘voltage memory’ device that stores a given
voltage in a high-quality capacitor. To sample the input voltage, switch S
closes momentarily: when S re-opens, capacitor C holds the voltage until S
closes again to pass the next sample. Figure 2.8 is a photograph showing a sine
wave at the input (top) and the output (bottom) of a sample-hold circuit.

Practical circuits have buffer amplifiers at input, in order not to load the
source, and output, to be able to drive a load such as an A/D converter. The
output buffer amplifier must have a very high input impedance, and very low
bias current, so that the charge of the hold capacitor does not leak away.
Also, the switch must be very fast and have low off-stage leakage. An actual
sample hold circuit may use an analog (JFET-switch) and a high-quality
capacitor, followed by a buffer amplifier (voltage-follower), as shown in
Figure 2.9.
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Figure 2.10 The effect of using a sample-hold circuit as a deglitcher

Sample-hold circuits are not only used in A/D conversion but also in D/A
conversion, to remove transients (glitches) from the output of the D/A
converter. In this case, a sample-hold circuit 1s often called a deglitcher
(Figure 2.10).

Aperture Control

The output signal of a sampling process is in fact a pulse amplitude modulated
(PAM) signal. It can be shown that, for sinusoidal input signals, the
frequency characteristic of the sampled output is:

¢ Sin —a,

H(w,) = t—"—t————
S —Ow
2 v

In which @, = angular velocity of input signal (= 2f,)
t, = pulse width of the sampling pulse
t, = sampling period.
At the output of a sample/hold circuit or a D/A converter, however,
t, = t,. Consequently:

sin = ¢,
H(wy)g =, = ———

=ts
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This means that at maximum admissible input frequency (which is haif the

. w
sampling frequency), w, = - and consequently:

5
. T
sSin —

2
}{(ﬂ) =~ ~0.64
to = 1s

This decreased frequency response can be corrected by an aperature circuit,
which decreases t, and restores a normal PAM signal (Figure 2.11).
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Figure 2.11 Basic circuit and waveforms of aperture control circuit
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t

In most practical circuits t, = Z‘ which leads to:
sin
H (1) :iz__8z097
t, /i 4 ™
8

This is an acceptable value: reducing t, further would also reduce the average
output voltage too much and thus worsen the signal-to-noise ratio.
Figure 2.12 shows the frequency response for some values of t,,.
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Figure 2.12 Showing output characteristic of an aperture control circuit, as
functions of aperture time and frequency response

Characteristics and Terminology of Sample-Hold Circuits

In a sample-hold circuit, the accuracy of the output voltage depends on the
quality of the buffer amplifiers, on the leakage current of the holding capaci-
tor and of the sampling switch. Unavoidable leakage generally causes the
output voltage to decrease slightly during the ‘hold’ period, in a process
known as droop.

In fast applications, acquisition time and settling time are also important.
Acquisition time is the time needed after the transition from hold to sample
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periods for the output voltage to match the input, within a certain error band.
Settling time is the time needed after the transition from sample to hold
periods to obtain a stable output voltage. Both times obviously define the
maximum sampling rate of the unit.

Aperture time is the time interval between beginning and end of the
transition from sample to hold periods; also terms like aperture uncertainty
and aperture jitter are used to indicate variations in the aperture time and
consequently variations of the sample instant itself.
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Principles of Quantization

Even after sampling the signal is still in the analog domain: the amplitude of
each sample can vary infinitely between analog voltage limits. The decisive
step to the digital domain is now taken by quantization (see Figure 3.1), i.e.,
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Figure 3.1 Principle of quantization
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replacing the infinite number of voltages by a finite number of corresponding
values.

In a practical system the analog signal range is divided into a number of
regions (in our example, 16), and the samples of the signal are assigned a
certain value (say, —8 to +7) according to the region in which they fall. The
values are denoted by digital (binary) numbers. In Figure 3.1, the 16 values
are denoted by a 4-bit binary number, as 2* = 16.

The example shows a bipolar system in which the input voltage can be
either positive or negative (the normal case for audio). In this case, the
coding system is often the 2’s complement code, in which positive numbers
are indicated by the natural binary code while negative numbers are indicated
by complementing the positive codes (i.e., changing the state of all bits) and
adding one. In such a system, the most significant bit (MSB) is used as a sign
bit, and is ‘zero’ for positive values but ‘one’ for negative values.

The regions into which the signal range is diverted are called quantization
intervals, sometimes represented by the letter Q. A series of n bits represent-
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Figure 3.2 Quantization stage characteristic
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ing the voltage corresponding to a quantization interval is called a word. In
our simple example a word consists of four bits. Figure 3.2 shows a typical
quantization stage characteristic.

In fact, quantization can be regarded as a mechanism in which some
information is thrown away, keeping only as much as necessary to retain a
required accuracy (or fidelity) in an application.

Quantization Error

By definition, because all voltages in a certain quantization interval are
represented by the voltage at the centre of this interval, the process of
quantization is a non-linear process and creates an error, called quantization
error (or, sometimes, round-off error). The maximum quantization error is
obviously equal to half the quantization interval Q, except in the case that the
input voltage widely exceeds the maximum quantization levels (+ or —V,,,,),
when the signal will be rounded to these values. Generally, however, such
overflows or underflows are avoided by careful scaling of the input signal.
So, in the general case, we can say that:

~QR<ew<QP2

where e, is the quantization error for a given sample n.

It can be shown that, with most types of input signals, the quantization
errors for the several samples will be randomly distributed between these two
limits, or in other words, its probability density function is flat (Figure 3.3).
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Figure 3.3 Probability density function of quantization error
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There is a very good analogy between quantization error in digital systems
and noise in analog systems: one can indeed consider the quantized signal as a
perfect signal plus quantization error (just like an analog signal can be
considered to be the sum of the signal without noise plus a noise signal) (see
Figure 3.4). In this manner, the quantization error is often called
quantization noise, and a ‘signal-to-quantization noise’ ratio can be
calculated.

Calculation of Theoretical Signal-to-Noise Ratio

In an n-bit system, the number of quantization intervals N can be expressed
as:

N = 2" (1)

If the maximum amplitude of the signal is V, the quantization interval Q can
be expressed as:

Q= — (2)

As the quantization noise is equally distributed within +/— Q/2, the quanti-
zation noise power N, is:

Q/2 3
N [ (R

_ 2 _ 1o
“olJ, ¥ al3 )_12Q ®)

If we consider a sinusoidal input signal with p-p amplitude V, the signal
power is:

1% /2 2 1
S = E IO <65inx ) dx = gvz (4)

Consequently, the power ratio of signal-to-quantization noise is:

S VY8 V2/8
N, QY12 V¥N-1)7>.12

~ %NZ (for N >> 1) (5)

Or by substituting equation (1):

S =§ 22n =3 22n—1
N, 2
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Table 3.1 Truth table for 16-bit 2's complement binary system

0111111111111 111=+32767
0111111111111 110= +32766
0111111111111 101=+32765
0111111111111 100=+32764
0000000000000011=+3
0000000000000010=+2
0000000000000001=+1
00000000000O0OCGOOOO 0
1111111111111 111=-1
1111111111111 110=-2
1111111111111 101=-3
1111111111111 100=-4
100000000000001 1= -32765
100000000000001 0= —32766
100000000000000 1= -32767
100000000000000 0= -32768

Expressed in decibels, this gives:

S/N (dB) = 10log (S/N,) = 10log3(2*"")
Working this out gives:

S/N (dB) = 6.02xn+1.76

A 16-bit system, therefore, gives a theoretical signal-to-noise ratio of 98 dB; a
14-bit system gives 86 dB.

In a 16-bit system, the digital signal can take 2'° (i.e., 65,535) different
values, according to the truth table shown in Table 3.1.

Masking of Quantization Noise

Although, generally speaking, the quantization error is randomly distributed
between + and —Q/2 (see Figure 3.1) and is consequently similar to analog
white noise, there are some cases in which it may become much more
noticeable than the theoretical signal-to-noise figures would indicate.
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The reason is mainly that, under certain conditions, quantization can
create harmonics in the audio passband which are not directly related to the
input signal; and audibility of such distortion components is much higher than
in the ‘classical’ analog cases of distortion. Such distortion is known as
granulation noise, and, in bad cases, it may become audible as beat tones.

Auditory tests have shown that to make granulation noise just as percept-
ible as “analog’ white noise, the measured signal-to-noise ratio should be up
to 10-12 dB higher. To reduce this audibility, there are two possibilities:

a) toincrease the number of bits sufficiently (which is very expensive)
b) to ‘mask’ the digital noise by a small amount of analog white noise, known
as ‘dither noise’.

Although such an addition of ‘dither noise’ actually worsens the overall
signal-to-noise ratio by several dB, the highly audible granulation effect can
be very effectively masked by it. The technique of adding ‘dither’ is well
known in the digital signal processing field; particularly in video applications,
where it is used to reduce the visibility of the noise in digitized video signals.

Conversion Codes

In principle, any digital coding system can be adopted to indicate the differ-
ent analog levels in A/D or D/A conversion, as long as they are properly
defined. Some, however, are better for certain applications than others. Two
main groups exist: unipolar codes and bipolar codes. Bipolar codes give
information on both the magnitude and the sign of the signal, which makes
them preferable for audio applications.

Unipolar codes

Depending upon application, the following codes are popular:

Natural binary code

The MSB has a weight of 0.5 (i.e., 27'), the second bit has a weight of 0.25
(27%), and so on, until the least significant bit (LSB) which has a weight of 27"
Consequently, the maximum value that can be expressed (when all bits are
one)is 1 —27", i.e., full-scale minus one LSB.

BCD code

The well-known 4-bit code in which the maximum value is 1001 (decimal 9),
after which the code is reset to 0000. A number of such 4-bit codes is
combined in case we want, for instance, a direct read-out on a numeric scale
such as in digital voltmeters. Because of this maximum of ten levels, this code
1 not used for audio purposes.
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Gray code
Used when the advantage of changing only one bit per transition is import-
ant, for instance in position encoders where inaccuracies might otherwise
give completely erroneous codes. It is easily convertible to binary. Not used
for audio.

Bipolar codes

These codes are similar to the unipolar natural binary code, but one
additional bit, the sign bit, is added. Structure of the most popular codes is
compared in Table 3.2.

Sign magnitude
The magnitude of the voltage is expressed by its normal (unipolar) binary
code, and a sign bit is simply added to express polarity.

An advantage is that the transition around zero is simple; however, it is
more difficult to process and there are two codes for zero.

Offset binary
This is a natural binary code, but with zero at minus full scale; this makes it
relatively easy to implement and to process.

Two’s complement

Very similar to offset binary, but with the sign bit inverted. Arithmetically, a
two’s complement code word is formed by complementing the positive value
and adding 1 LSB. For example:

+2 = 0010
-2 =1101+1 = 1110

[t is a very easy code to process, for instance, positive and negative numbers
added together always give zero (disregarding the extra carry). For example:

0010
+1110

0000

It is the code almost universally used for digital audio; there is however (as
with offset binary), a rather big transition at zero —all bits change from 1 to 0.

One’s complement
Here negative values are full complements of positive values. This code is not
commonly used.
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Overview of A/D Conversion Systems

Linear (or Uniform) Quantization

In all the examples seen so far, the quantization intervals Q were identical.
Such quantization systems are commonly termed linear or uniform.
Regarding simplicity and quality, linear systems are certainly best. However,
linear systems are rather costly in terms of required bandwidth and con-
version accuracy. Indeed, a 16-bit audio channel with a sampling frequency
of 44.056 kHz gives a bit stream of at least 16 x 44.056 = 705 x 10° bits™",
which requires a bandwidth of 350 kHz — 17.5 times the bandwidth of the
original signal. In practice, a wider bandwidth than this is required because
more bits are needed for synchronization, error correction and other
purposes.

Since the beginning of PCM telephony, ways to reduce the bandwidths that
digitized audio signals require have been developed. Most of these tech-
niques can also be used for digital audio.

Companding Systems

If, in a quantizer, the quantization intervals Q are not identical, we talk about
non-linear quantization. It is, for instance, perfectly possible to change the
quantization intervals according to the level of the input signal. In general, in
such systems, small-level signals will be quantized with more closely spaced
intervals, while larger signals can be quantized with bigger quantization
intervals. This is possible because the larger signals more or less mask the
unavoidably higher noise levels of the coarser quantization.

Such a non-linear quantization system can be thought to consist of a linear
system, to which a compander has been added. In such a system, the input
signal is first compressed, following some non-linear law F(x), then linearly
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COMPRESSOR PROCESSING EXPANDING

Fox) F(y)
. l/ (LINEAR
-
_/l QUANTIZATION) ﬁ

Figure 4.1 Non-linear quantization

quantized, processed and then after reconversion, expanded by the reverse
non-linearity F'(y) (see Figure 4.1). The overall effect is analogous to
companders used in the analog field (e.g., Dolby, dBx and others).

The non-linear laws which compressors follow can be shown in graphical
forms as curves. One compressor curve used extensively in digital telephony
in North America for the digitization of speech, is the ‘u-law’ curve. This
curve is characterized by the formula:

\/log(1 + IJ‘X/V)
log(1 + )

Curves for this equation are shown in Figure 4.2 for several values of w. In
Europe, the ‘A law’ curve is more generally used (Figure 4.3).

F(x) =V

10

09

} 1 t t 1 1 i i
001 0203 04 05 06 07 08 09 10

X
Figure 4.2 Characteristics of u-law compressors
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The (dual) formula for the ‘A law’ is:

F(x) = Ax/1+logA forO<x<V/a

F(x) = V+Viog(Ax/V)/1+logAforVia<x<V
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In practice, it is important that the non-linearities at the input and the
output of any audio system are very closely matched. This is difficult to
achieve with analog techniques so compressors are usually built in to the
CONVETrsion process.

The big advantage of these companded systems is that signal-to-noise ratio
becomes less dependent on the level of the input signal; the disadvantage,
however, is that the noise level follows the level of the signal, which may lead
to audible noise modulation.

Floating-Point Conversion

A special case of non-linear quantization, used in professional audio systems,
is the ‘floating-point converter’ (Figure 4.4).

Sampled signal is sent through several selectable paths, each with a
different gain; depending on the input level of the signal. Path, and hence
gain, is selected by a logic monitor circuit in order to make maximum use of
the linear A/D converter without overloading it. The output from the A/D
converter, called ‘mantissa’ in an analogy with logarithmic annotation, is
meaningless without a way to indicate the gain that was originally selected.
This information is provided by a logic output from the monitor circuit, called
‘exponent’. Exponent and mantissa, taken together, give an unambiguous
digital word that can be reconverted to the original signal by selecting the
corresponding (inverse) gains in the decoding stage. In this way two bits of
exponent can indicate four different gains. If we select these gains as 0, 6, 12
and 18 dB for instance, the two additional bits provide an increase of 18 dB
over the dynamic range of the basic system.

Because the signal level determines basic system gain, noise modulation is
unavoidable. This may become audible, for instance, with a high-level,

3
SAMPLED |
{2} O © —>

SIGNAL L2 ] LINEAR A/D [
3 i

GAIN CONTROL

Figure 4.4 Floating-point converter principle
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DIGITAL
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low-frequency, signal: in this case, noise modulation will not be masked by
the signal.

Due to effects of noise modulation, a distinction must be made between the
dynamic range and the signal-to-noise ratio. The dynamic range can be
defined as:

maximum signal level (RMS)

RMS level of quantization noise without signal
whereas the signal-to-noise ratio is:

signal level (RMS)
RMS level of quantization noise with signal

A curve for the signal-to-noise ratio of a typical floating-point converter
with a 10-bit mantissa, a 3-bit exponent and 6 dB gain steps is shown in Figure
4.5. Although, theoretically, this system provides the same dynamic range as
a 17-bit linear system (i.e., over 100 dB), the signal-to-noise ratio is unaccept-
able for high-quality purposes.

In spite of this, high-quality floating-point converters having, say, a 13-bit
mantissa and 3-bit exponent are still considered for digital audio purposes, as
they are considerably cheaper than linear systems.

SNEB)

L 4 4 L 11 . SIGNAL LEVEL
60 66 72 78 84 90 96 102 104 dB

Figure 4.5 Signal-to-noise ratio of a floating-point converter
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Block Floating-Point Conversion

When a low bandwidth is of utmost importance, block conversion can be
used. This technique is also known as near-instantaneous companding (in
contrast to basic floating point or other companding systems). The term
‘near-instantaneous’ is used to describe the fact that not every sample is
scaled by an exponent, but a number of successive samples (usually 32). Each
block of samples is then followed by a scale factor word, so that, at the
receiving end, each block can be correctly scaled up again (Figure 4.6).

This system is rather expensive as far as hardware is concerned, but permits
significant reductions in bit rates. Consequently, a typical application is
digital transmission of audio signals in radio networks.

Subjective listening tests have shown that an original 14-bit system com-
pressed to 10 bits is almost indistinguishable from a 13-bit linear system,
although the signal-to-noise ratio limitations of a floating-point converter
remain valid.

An example of such a system is the BBC’s NICAM-3 (near-instantaneous
companding audio multiplex) which permits transmission of six audio
channels over one (standard) telephony 2048 kbits/s circuit.

Differential PCM and Delta Modulation

Instead of transmitting the exact binary value of each sample, it is possible to
transmit only the difference between the current sample and the previous
one. As this difference is generally small, a smaller number of bits can be used
with no apparent degradation in performance. Operation is fairly straight-
forward: one sample is stored for the complete sample period, then added to

Figure 4.6 A block floating-point converter

LINEAR A/D SHIFT REGISTER DIGITAL
(n BITS) (k.n. BITS) AMPLIFICATION
(2a)
EXPONENT
LOGIC EXPONENT

DATA BLOCK
k. (n-a) BITS
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Figure 4.7 1-bit D/A converter

the received difference signal to obtain the next sample. This sample is then
stored until the next received difference signal.

Differential PCM, in fact, is a special type of predictive encoding. In such
encoding schemes, a prediction is generated for the current sample, based
upon past data; the correcting signal is simply the difference between the
prediction and the actual signal.

As sampling rate increases, the differences between previous and present
samples become smaller, so that, in the extreme for very high sampling rates,
only 1 bit is needed for the error signal to indicate the sign of the error; in this
case we talk about delta modulation.

Figure 4.7 shows a basic single-bit A/D converter. The input signal is
compared with the output of a 1-bit D/A converter, the resulting voltage is
then compared with a reference and the output used to increment or
decrement the DAC value. For any input signal the system needs to perform a
certain number of iterations to obtain the required resolution. Each iteration
results in a high or low signal at the output of the A/D converter. Looking at
the output we see a pulse train whose mean value equals the level of the input
signal. The analog input has been converted to a binary bit stream. The
typical sampling frequency in 1-bit converters is several MHz.

Because the serial bit stream is of little practical use, it is mostly converted
to a multibit format (e.g. 16 bit) with a much lower sampling rate. This is done
in a digital filter, a so called decimation filter which includes noise shaping
(Figure 4.8).

1 bt AD
T Tt
1
1
Noise Shaper '
Analog i 1 bit 16 bit
inpt () Analog fitter , A I Modulator Digital fitter O &2
64fs '
|t
1
]

Figure 4.8 Block diagram of 1-bit A/D converter
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In a further step, the transmitted data can be used to indicate not only the
sign of the error, but also the step size. For example, a continuous series of
ones means that the signal is quickly increasing, so the step size can be
increased; if ones and zeros are alternating, step size can be reduced. Such
strategies are called adaptive differential PCM (the quantization interval is
changed) or adaptive delta modulation (the step size is changed). Although
these techniques have some interesting theoretical and practical properties, it
is presently difficult to use them for high-quality applications.
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Operation of A/D —D/A Converters

Some of the most important components in digital audio systems are the
converters. Previous chapters have shown the need for high resolution to
obtain a satisfactory signai-to-noise ratio.

In video applications, an 8-bit conversion is more than sufficient. A 14-bit
conversion (or an equivalent) seems a minimum for good audio performance,
and, for professional use, 16-bit conversion is required to leave a margin for
further processing (e.g., filtering, mixing).

In the PCM-F1 and compact disc system, 16-bit converters are used, while
the PCM video 8 system uses a 10-bit converter.

A/D Converters

Fundamentally, A/D converters operate in one of two general ways. They
either: convert the analog input signal to a frequency or a set of pulses whose
time is measured to provide a representative digital output, or: compare the
input signal with a variable reference, using an internal D/A converter to
obtain the digital output.

Basic types of A/D converters

Voltage-to-frequency, ramp, and integrating-ramp methods are the three
leading conversion processes that use the time-measurement method.
Successive approximation and paraliel/modified parallel circuits rely on com-
parison methods.

Dual-slope integrating A|D converters
The dual-slope integrating A/D converter contains an integrator, some
control logic, a clock, a comparator, and an output counter, as shown in
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Figure 5.1. A graph of integrator output voltage against time is shown in
Figure 5.2.

The input analog signal is initially switched to the integrator, and the
output of the integrator ramps up for a time t;. The slope of the ramp, and
hence the integrator output voltage at the end of this time, depends on the
amplitude of the analog input signal and the time constant 7 of the integrator:

Vs

T

So the integrator output voltage V, at the end of time t, is:

Vix

_tl

The reference signal is then switched to the integrator input, and the inte-
grator output voltage ramps down until it returns to the starting voltage. The
slope of the ramp during time t, similarly depends on the integrator time

Input 0——0
Integrator
Reference o—o0 |
1
]
H Clock
1
1
]
]
1
: Comparator Start
1
1
\
1
]
1
1
! Control
Counter
Qutput

Figure 5.1 Block diagram of a dual-slope integrating A/D converter
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constant and the integrator input voltage, this time the reference signal

amplitude:

VREF

T

So the integrator output voltage at the beginning time t, is:

VREF

t,

But as these voltages are the same:

\Y V
IN t] - REF tz
T T
Therefore:
Vrer t)

Vo = Integrator
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AN
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Figure 5.2 Showing integrator output voltage as a function of time, during

conversions
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which shows that time t, is totally dependent on the input signal amplitude,
and independent of integrator time constant. By counting clock pulses during
time t, a digital measure of the analog input signal’s amplitude is made.

Average conversion time, i.e., time the converter takes to perform the
conversion of an applied input signal, is two clock periods times the number
of quantization levels. Thus, for a 12-bit converter with a 1 MHz clock, the
average conversion time is: 2 X 1 us <4096 or 8.192ms. The precise con-
version time, however, depends on the applied input signal amplitude.

Due to this long conversion time integrating converters are not useful for
digitizing high-speed, rapidly varying signals, although they are useful to
14-bit accuracy, offering high noise rejection and excellent stability with both
time and temperature. They can be modified to increase conversion speeds
and are used mostly in 8- to 12-bit converters for digital voltmeters (DVMs),
digital panel meters (DPMs) and digital multimeters (DMMs). However,
basic dual-slope integrating A/D converters are too slow for general com-
puter applications.

Successive-approximation A/D converters

The main reasons that the successive-approximation technique is used almost
universally in A/D conversion systems are: the reliability of the conversion
technique, simplicity, and inherent high-speed data conversion. Conversion
time is equal to the clock period times the number of bits being converted.
Thus, for a 1 MHz clock, a 12-bit converter would take 12 us to convert an
applied analog signal.

A successive approximation converter consists of a comparator, a register,
control logic and a D/A converter. Output of the D/A converter is compared
with the input analog voltage (Figure 5.3). Each bit line in the D/A converter
corresponds to a bit position in the register. Initially, the converter is clear.

When an input signal is applied the control logic instructs the register to
change its MSB to 1. This is changed by the D/A converter to an analog
voltage equivalent to one-half the converter’s full-scale range. If the input
voltage is greater than this, the next most significant bit of the register
becomes 1. If, however, the input is less, the next most significant bit remains
0. Then the circuit ‘tries’ the following bits through to the LSB, at which stage
the conversion is complete. Thus the number of approximations occurring in
any conversion equals the number of bits in the digital output. Figure 5.4
shows operation of the successive approximation A/D converter graphically.

Main advantage of the successive-approximation converter is speed and
this is limited by the settling time of the DAC. Accuracy is limited by the
accuracy of the DAC, and a high susceptibility to noise is its major drawback.
As only one comparator is used and ancillary hardware is limited to logic,
register and D/A converter, the successive-approximation technique
provides an inexpensive A/D converter.
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Figure 5.3 Successive approximation A/D converter

PERCENT OF FULL SCALE
1/2 FS FULL SCALE

0 —T

CONVERSION STEPS

aq
1

A hRARARARARANS

Figure 5.4 //justration of successive approximation conversion. The digitally
generated voltage gets closer to the analog input voltage in a series of approxi-
mations; each approximation is half the preceding one

Other types of A/D converters

Voltage-to-frequency converters
Figure 5.5 shows a typical voltage-to-frequency converter. Here, the input
analog signal is integrated and fed to a comparator. When the comparator
changes its state, the integrator is reset and the process repeats itself. The
counter counts the number of integration cycles for a given time to provide a
digital output.

The principal advantage of this type of conversion is its excellent noise
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Figure 5.5 Voltage-to-frequency A/D converter

rejection due to the fact that the digital output represents the average value of
the input signal. Voltage-to-frequency conversion, however, is too slow for
use in data-acquisition system applications because it operates bit-serially
(with a maximum of approximately 1000 conversions/s). Its applications are
mostly in digital voltmeters (DVMs) using converters with resolutions of 10
bits or less.

Ramp converters
Ramp conversion works by continuously comparing a linear reference ramp
signal with the input signal using a comparator (Figure 5.6). The comparator
initiates a counter when changing state and the counter counts clock pulses
during the time the comparator is logically HIGH; the count is therefore
proportional to the magnitude of the input signal. The counter output is the
digital representation of the analog input.

This method is slightly faster than the previous one, but it requires a highly
linear ramp source in order to be effective. It does offer good 8- to 12-bit
differential linearity for applications requiring high accuracy.

Parallel A|D converters

Parallel-series and straight parallel converters are used primarily where
extremely high speed is required, taking advantage of the fact that the
propagation time through a chain of amplifiers is equal to the square root of
the number of stages times the individual setting time, as opposed to adding
up the times of each stage. By adding a comparator for every binary-weighted
network, as shown in Figure 5.7, it is possible to take advantage of this higher
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Figure 5.8 Sequential parallel A/D conversion

speed. Parallel A/D converters are often called flash converters because of
their high operating speeds.

The parallel A/D converter of Figure 5.7 uses one comparator for each
input quantization level (i.e., a 6-bit converter would have 6 comparators).
Conversion is straightforward; all that is required besides the comparators is
logic for decoding the comparator outputs.

Because only comparators and logic gates stand between the analog inputs
and digital outputs, extremely high speeds of up to 50,000,000 samplings/s
can be obtained at low resolutions of 6 bits or less. The fact that the number of
comparator and logic elements increases with resolution obviously makes
this converter increasingly impractical for resolutions greater than 6 bits.

Modified parallel designs can provide a good tradeoff between hardware
complexity and the resolution/speed combination at a slight addition in
hardware and a sacrifice in speed. They can provide up to 100,000 con-
versions/s for up to 14-bit resolutions. Sequential conversion (Figure 5.8), for
example, is often used for such applications. However, because of the
increase in the number of comparators and the need to use an amplifier for
every weighting network, cost is considerably more than that of a successive
approximation.

The first 4-bit converter in the circuit in Figure 5.8 provides the 4 most
significant bits in parallel. These outputs are converted back to an analog
voltage which is subtracted from the input. The difference is applied to the
next converter and the process is continued until the required 10 bits are

MHz
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Figure 5.9 First order Delta-Sigma modulator

obtained. This approach gives a reasonable tradeoff among speed, cost, and
accuracy.

Delta-sigma modulator

A delta-sigma modulator is the key device in a 1 bit A/D converter. Figure 5.9
shows a first order delta-sigma modulator. Operation is performed at each
clock cycle, which corresponds to the oversampling frequency. At the
beginning of each clock cycle, the differential amplifier outputs the difference
between the input voltage V and the output voltage of the single-bit D/A
converter. The integrator adds the voltage a to its own output from the
preceding clock cycle. This voltage b is provided to the zero comparator. The
output of the comparator will be logically HIGH or LOW, depending on
voltage b being higher or lower than 0 V. The output then becomes a piece of
single-bit A/D data, which is also used to determine the output of the 1 bit
DAC for the next clock cycle. The 1 bit DAC outputs a positive full-scale
voltage if its input is HIGH and a negative full-scale voltage if its input is
LOW. Table 5.1 shows an example of actual operation in which the input is
0.6 V, with the full-scale voltage being + 1V and all initial values O.

The 1 bit A/D converter outputs only HIGH or LOW, which has no
meaning in itself, this only becomes meaningful when a string of 1 bit data is
averaged.

Because of the high sampling frequency (64 times oversampling) a very
gentle low pass filter can be used, resulting in low phase distortion. Compared
to successive approximation A/D converters single bit A/D converters
provide better performance while circuit complexity and cost remain equal.
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Table 5.1 Operation example of A-S modulator

69

Clock d a b c
0 0 0.6 0.6 1
1 1 —0.4 0.2 1
2 1 —0.4 —-0.2 0
3 -1 1.6 1.4 1
4 1 —-0.4 1.0 1
5 1 —-0.4 0.6 1
6 1 —0.4 0.2 1
7 1 —-04 -0.2 0
8 —1 1.6 1.4 1
9 1 —-0.4 1.0 1

10 1 —-04 1.0 1
11 1 —-04 0.2 1
12 1 —-0.4 —-0.2 0
13 —1 1.6 1.4 1
14 1 —-0.4 1.0 1
15 1 —-0.4 0.6 1
0.6V fixed input, +1V full scale voltage
N(s)
+
1% — Yis)

X(s) 4%

Figure 5.10 A-% modulator or noise shaper

Noise shaping

A delta-sigma modulator is sometimes also called a noise shaper because it
passes signals and noise according to different transfer functions (Figure

5.10). The signal transfer function for the modulator simplifies to:

This is the s-domain representation of a first-order low pass filter. Deriving

the noise transfer function for the same modulator produces:
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Figure 5.11 Transfer functions of noise shaper

This is the s-domain representation of a simple high-pass filter. Plotting the
transfer functions gives the result shown in Figure S5.11. The signal is
attenuated at higher frequencies, while the noise is shaped so that very little of
its content is in the low frequency region. By using higher order delta-sigma
modulators the in-band noise can even be reduced further, however out-
of-band noise will increase. In practice a third or fourth order delta-sigma
modulator is used to avoid stability problems while still using most of the
noise shaping capabilities.

Sony A/D Converter

The converter currently used in most Sony digital recorders is of the dual-
slope single-integration type. By combining on one chip for counter, latch and
control logic (using I’L techniques) with very accurate current sources and
comparators (using ECL techniques) a 16-bit dual-slope single-integration
A/D converter is produced. Further, by using double counters, the con-
version time is kept sufficiently low. Figure 5.12 shows a block diagram.

In a standard 16-bit converter of this type, required clock frequency needs
to be:

65,536 x 44kHz = 2.89 GHz

which cannot be accomplished. However, the double counter conversion
principle means that much lower clock frequencies can be used.



Operation of A/D-D/A Converters 71

Vin R SIQI09)

i

Constant
current
sources o

]

Upper 9-bit counter,
latches, and shift
register

]

Comparator 2

Lowser 7-bit counter,
latches, and shift.

] register

1y=1(2" = 1),

Samplin; Ise
plng pu Comparator 3

Clock generator

Timing circuits

. — - | T —Z-<

16-Bit data output

Shift clock

Monolithic IC

Figure 5.12 Dual-slope single integration A/D converter, with double counters,

as used by Sony in digital audio equipment

The main building blocks of this converter are:

@ two constant-current sources (I, and i ), in which the ratio:

I+i
Tl - 128 = (2)
So:

I = @ i,
Or:

I, +i, = 128i,

has been set extremely accurately.
a 9-bit counter and a 7-bit counter
a 9-bit latch and a 7-bit latch

a 16-bit shift register

2 comparators

a reference-voltage source

a clock oscillator
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The nine higher bits correspond with the 9-bit dataword from counter C1, the
seven lower bits with the 7-bit dataword from counter C2. When both
datawords are combined, the 16 bits form the output data. Figure 5.13 gives
the timing diagram of one conversion cycle. Operation of a cycle is as follows:

VH

Vo

b e

.-_<
T+

t t3 f4 Hi

Figure 5.13 Timing diagram of the conversion cycle

Switch S1 is closed and capacitor C is charged to the input voltage (V). This
is the sampling time. Next, switch S1 is opened and capacitor C holds the
input voltage (V). This is the hold time.

At time t,, both switches S2 and S3 are closed and capacitor C is discharged
by the reference currents I, and i,. The upper 9-bit counter simultaneously
starts counting.

When the output of the integrator (V) exceeds the reference voltage V,,
switch S2 is opened by comparator 1 and current source 1, is disabled. At this
time (t;), the 9-bit counter is also disabled. The contents of this counter
become the 9 MSBs of the A/D converter’s output.

From time t; on, only i, is used for discharging the capacitor C and the
7-bit counter starts counting. When the output voltage of the comparator
(Vy) exceeds the reference voltage V,, switch S3 is opened by comparator 2
and the current source i, is disabled. At this time (t,) the 7-bit counter stops
counting and its contents become the 7 LSBs of the converter’s output. The
contents of both counters are output serially as a 16-bit word, starting with
the MSB.

Double counter conversion method reduces the required clock frequency
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Figure 5.14 Video 8 analog-to-digital converter

from 2.8 GHz for a single counter, 16-bit system, to =28 MHz. This type of
converter is used in all Sony’s EIAJ-type PCM adapters as well as in profes-
sional recorders such as PCM-3324 and PCM-1630.

Video 8 PCM Converter

Here, too, a dual-slope integration conversion is applied, but with a few
differences (Figure 5.14). A 10-bit A/D conversion is applied with two 5-bit
converters. The ratio between the two discharging constant currents is:

I, = (2°—1)xi,

Furthermore, the converter circuit is in LSI form, comprising A/D and D/A
conversion circuits, and aperture and sample/hold amplifiers.

D/A Conversion in Digital Audio Equipment

Although in different digital audio systems the applied circuits may differ
slightly, the basic operating principle ot all systems is that of the A/D
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Figure 5.15 Integrating D/A converter
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Figure 5.16 Timing diagram of the integrating D/A converter

integrating converter, switched in a feedback loop. A basic block diagram is
shown in Figure 5.15, and a timing diagram is given in Figure 5.16.

The edge of the conversion command (CC) signal starts the D/A con-
version cycle. Timing signals are generated internally. After a delay t;, a
discharge pulse, of length t,, and a counter set pulse, t5, are generated.

After a delay t,, the integration current starts and the counters start
counting. Delay t; is variable as it depends on the value of the digital input
word.

Upon the conversion command, capacitor C, the integrating capacitor, is
discharged by a closing switch S1 (a field effect transistor) with the discharge
signal. The counters are simultaneously loaded with the digital word which is
to be converted, upon application of the counter set signal.
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The integration current start signal closes internal switches S2 and S3, and
capacitor C starts to charge. When the counter set signal ends, the counters
start counting down. Initially, both constant currents, [, and i,, flow to charge
capacitor C, but as each counter reaches zero its corresponding current is
stopped. The final charge across the capacitor is the analog value repre-
senting the digital input word. The relation between the two constant
currents is determined by the word length of each counter. In this example
the converter has 16-bit resolution, and counting is performed by two 8-bit
counters. So, [, = 256i,.

Oversampling

The output of a digital-to-analog converter cannot be used directly; filtering
is necessary. The converter output produces the frequency spectrum shown
in Figure 5.17, where the baseband audio signal (0—f ) is reproduced
symmetrical around the sampling frequency (f;) and its harmonics. The
low-pass reconstruction filter must reject everything except the baseband
signal.

A sampling frequency (f;) of 44,100Hz and a maximum audio frequency
(f,) of 20,000 Hz mean that a low-pass filter with a flat response to20kHz and
a high attenuation at f,—f (44,100 —20,000 = 24,100 Hz) is needed. An
analog filter can be made to have such a sharp roll-off, but the phase response
will introduce an audible phase distortion and group delay.

One approach to getting round this problem is oversampling.

Oversampling is the use of a sampling rate greatly in excess of that stipu-
lated by the Nyquist theorem. Practical implementations use a X2 over-
sampling (f; = 88.2kHz) or a X4 oversampling frequency (f, = 176.5kHz).
Output spectrum of the D/A converter in a X2 oversampling system is shown
in Figure 5.18, where the large separation between baseband and sidebands
allows a low-pass filter with a gentle roll-off to be used. This improves the
phase response of the filter.

RECONSTRUCTION FILTER RESPONSE

-

0 fm fs-fm fs  fsHm 2fs 3ts

Figure 5.17 Spectrum of a sampled baseband audio signal. A filter must reject all
frequencies above a cut-off frequency f,,
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FILTER RESPONSE

O fm fs—fm fs fs+fm
441) (88.2)
Figure 5.18 /n a x2 oversampling system the effective sampling frequency

becomes twice that of the actual sampling frequency. A simple low-pass filter
can be used to reject all unwanted signal frequencies
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Figure 5.19 Timing diagram of an oversampling system. Words at a sampling
frequency of 44.1 kHz have interpolated samples added, such that the effective
sampling rate is 88.2 kHz

Digital words are input at the standard sampling rate of 44.1kHz (i.e., no
extra samples need be taken at the A/D conversion stage), and extra samples
are generated at a rate of 88.2kHz (Figure 5.19). The missing samples are
computed by digital simulation of the analog reconstruction process. A
digital transversal filter (also known as a finite impulse response filter) is well
suited for this purpose.

Analog versus digital filters

The discrete-time signal produced by sampling an analog input signal (Figure
5.20) 1s defined as an infinite series of numbers, each corresponding to a
sampling point at time t = T, for —c<n<+«. Such a series is always
referred to by its value att = T, which is x(n).

The series x(n) is defined as:

x(n) = ..., x(=2), x(—1), x(0), x(1), x(2), ...

with element x(n) occurring at time t = T,,.
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Figure 5.20 Showing how a continuous value and continuous time analog
signal is first converted to a discrete time but continuous value set of signals

Analog filters
The first-order low-pass analog filter shown in Figure 5.21 is often described
asa function of s, the independent variable in the complex frequency domain.
The transfer function of such a filter is given by:

vV, 1 1
R A T
1+ j—

Wy
where:
o = angular frequency = 2xf

and:
wy is the angular frequency at the filter’s cut-off frequency f, = RC

Knowing this, the cut-off frequency of the filter can be calculated as follows:

1
2 f = —_—
e = RC
SO:
1
¢ 27RC
R
Vi Cc Vo

Figure 5.21 Simple first-order low-pass filter
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Figure 5.22 Recursive digital filter

Digital filter
A digital filter is a processing system which generates the output sequence,
y(n), from an input sequence, x(n), where:

M N
ym) = ) ax(n-i)- ) bym-j
i=0 j=0
-
present and past output
past input samples
samples

The coefficients a,, a,, ..., ay and by, by, ..., by are constants which describe
the filter response.

When N > 0, indicating that past output samples are used in the calculation
of the present output sample, the filter is said to be recursive or cyclic. An
example is shown in Figure 5.22. When only present and past input samples
are used in the calculation of the present output sample, the filter is said to be
non-recursive or non-cyclic: because no past output samples are involved in
the calculation, the second term then becomes zero (as N = 0). An example
is shown in Figure 5.23.

Generally, digital audio systems use non-recursive filters and an example,
used in the CDP-102 compact disc player, is shown in Figure 5.24 as a block
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diagram. IC309 is a CX23034, a 96th-order filter which contains 96 multi-
pliers. The constant coefficients are contained in a ROM look-up table. Also
note that the CX23034 operates on 16-bit wide data words, which means that
all adders and multipliers are 16-bit devices.

x(n)

o " y(n
INPUT 1N A\ I X

ouTPUT

Figure 5.23 Non-recursive digital filter

O/A CONVERTER o0 ®

X
QY (31
|
* ma
! |
ﬁ?‘] O @ tovr & L (D

Figure 5.24 CDP-102 digital filter
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Codes for Digital Magnetic
Recording

The binary data representing an audio signal can be recorded on tape (or
disc) in two ways: either directly, or after frequency modulation.

When frequency modulation is used, say, in helical-scan recorders, data
can be modulated as they are, usually in a non-return-to-zero format (sce
further). If they are recorded directly, however, say, in stationary head
recorders and compact disc, they have to be transformed to some new code to
obtain a recording signal which matches as well as possible the properties of
the recording channel.

This code should have a format which allows the highest bit density
permitted by the limiting characteristics of the recording channel (frequency
response, dropout rate, etc.) to be obtained. Also, its DC content should be
eliminated, as magnetic recorders cannot reproduce DC.

Coding of binary data in order to comply with the demands of the recording
channel is often referred to as channel coding.

Non-Return to Zero (NRZ)

This code is one of the oldest and best known of all channel codes. Basically, a
logic 1 is represented by positive magnetization, and a logic 0 by negative
magnetization.

A succession of the same logic levels, though, presents no change in the
signal, so that there may be a significant low-frequency content, which is
undesirable for stationary-head recording.

In helical-scan recording techniques, on the other hand, the data are
FM-converted before being recorded, so this property is less important. NRZ
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i1s commonly used in such formats as PCM-1600 and the EIAJ-format PCM-
100 and PCM-10 recorders.
Several variations of NRZ also exist for various applications.

Bi-Phase

Similar to NRZ, but extra transitions are added at the beginning of every data
bit interval. As a result, DC content is eliminated and synchronization
becomes easier, but the density of signal transitions increases.

This code (and its variants) is also known as Manchester code, and is used
in the video 8 PCM recording format, where bits are modulated as a 2.9 MHz
signal for a logic 0 and as 5.8 MHz for a logic 1.

Modified Frequency Modulation (MFM)

Also called Miller code or delay modulation. Ones are coded with transitions
in the middle of the bit cell, isolated zeros are ignored, and between pairs of
zeros a transition is inserted. [t requires almost the same low bandwidth as
NRZ, but has a reduced DC content. The logic needed for decoding is more
complicated.

A variation is the so-called modified modified frequency modulation
(M*FM).

3-Position Modulation (3PM)

This is a code which permits very high packing densities, but which requires
rather complicated hardware. In principle, 3PM code is obtained by dividing
the original NRZ data into blocks of 3; each block is then converted to a 6-bit
3PM code, which is designed to optimize the maximum and minimum run
lengths. In this way, the minimum possible time between transitions is two
times the original (NRZ) clock period, whereas the maximum is six times the
original.

For detection, on the other hand, a clock frequency twice that of the
original signal is needed, consequently reducing the jitter margin of the
system. This clock is normally recovered from the data itself, which have a
high harmonic content around the clock frequency.

High Density Modulation— 1 (HDM - 1)

This is a variation upon the 3PM system. The density ratio is the same as
3PM, but clock recovery is easier and the required hardware simpler. It is
proposed by Sony for stationary-head recording.



82 Principles of Digital Signal Processing

Eight-to-Fourteen Modulation (EFM)

This code is used for the compact disc digital audio system. The principle is
similar again to 3PM, but each block of 8 data bits is converted into 14
channel bits, to which 3 extra bits are added for merging (synchronization)
and low-frequency suppression. In this way, a good compromise is obtained
between clock accuracy (and possible detection errors), minimum DC
current (in disc systems, low frequencies in the signal give noise in the servo
systems), and hardware complexity. Also this modulation system is very well
suitable for combination with the error-correction system used in the same
format.
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Principles of Error Correction

Types of Code Errors

When digital signals are sent through a transmission channel, or recorded and
subsequently played back, many types of code errors can occur. Now, in the
digital field, even small errors can cause disastrous audible effects: even one
incorrectly detected bit of a data word will create an audible error if it is, say,
the MSB of the word. Such results are entirely unacceptable in the high
quality expected from digital audio, and a lot of effort must be made to
detect, and subsequently correct, as many errors as possible without making
the circuit over-complicated or the recorded bandwidth too high.
There are a number of causes of code errors:

Dropouts

Dropouts are caused by dust or scratches on the magnetic tape or CD surface,
or microscopic bubbles in the disc coating.

Tape dropout causes relatively long-time errors, called bursts, in which
long sequences of related data are lost together. On discs dropouts may cause
either burst or single random errors.

Jitter

Tape jitter causes random errors in the timing of detected bits and, to some
extent, is unavoidable, due to properties of the tape transportation
mechanism. Jitter margin is the maximum amount of jitter which permits
correct detection of data. If the minimum run length of the signalis 7, then the
jitter margin will be 7/2. Figure 7.1 shows this with an NRZ signal.
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Figure 7.2 /llustrating the cause of intersymbol interference

Intersymbol interference

In stationary-head recording techniques, a pulse is recorded as a positive
current followed by a negative current (see Figure 7.2). This causes the actual
period of the signal that is read on the tape (T,) to be longer than the bit
period itself (T,). Consequently, if the bit rate is very high, the detected pulse
will be wider than the original pulse. Interference, known as intersymbol
interference or time crosstalk may occur between adjacent bits. Intersymbol
interference causes random errors, depending upon the bit situation.
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Noise

Noise may have similar effects to dropouts (differentiation between both is
often difficult), but random errors may also occur in the case of pulse noise.

Editing
Tape editing always destroys some information on the tape, which con-

sequently must be corrected. Electronic editing can keep errors to a
minimum, but tape-cut editing will always cause very long and serious errors.

Error Compensation

Errors must be detected by some error-detection mechanism: if misdetection
occurs, the result is audible disturbance. After detection, an error-correction
circuit attempts to recover the correct data. If this fails, an error-concealment
mechanism will cover up the faulty information so, at least, there is no
audible disturbance.

These three basic functions: detection, correction and concealment, are
illustrated in Figure 7.3.

( CODE ERROR }

ERROR ERROR
DETECTION DETECTION -
OK
AUDIBLE £RROR INSUFFICIENT
DISTURBANCE CORRECTION CORRECTION
OK ERROR
CONCEALMENT

INAUDIBLE

CORRECTED

SIGNAL DISTURBANCE

Figure 7.3 Three basic functions of error compensation: detection, correction
and concealment
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Error Detection

Simple parity checking

To detect whether a detected data word contains an error, a very simple way
is to add one extra bit to it before transmission. The extra bit is given the value
0 or 1, depending upon the number of 1s in the word itself. Two systems are
possible: odd parity and even parity checking.

® Odd parity: where the total number of 1s is odd.
Example:

[1110] (o]

data parity

oot} 1]

data parity

® Even parity: where the total number of s is even.
Example:

0] (1]

data parity

1001]  [o]

data parity

The detected word must also have the required number of 1s. If this is not
the case, there has been a transmission error.

This rather elementary system has two main disadvantages:
1 evenifanerrorisdetected, thereis no way of knowing which bit was faulty
2 if two bits of the same word are faulty, the errors compensate each other

and no errors are detected.

Extended parity checking

To increase the probability of detecting errors, we can add more than one
parity bit to each block of data. Figure 7.4 shows a system of extended parity,
in which M-1 blocks of data, each of n-bits, are followed by block m — the
parity block. Each bit in the parity block corresponds to the relevant bits in
each data block, and follows the odd or even parity rules outlined previously.

/ L
d11]|912| === [|91n|92,1{922| --- |d2p -—-/Z—-- dm 10 [Py |P2 | —a- |Pn
—7/ -
BLOCK 1 BLOCK 2 BLOCK m-1 PARITY BLOCK
(BLOCK m)

Figure 7.4 Extended parity checking
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If the number of parity bits is n, it can be shown that (for reasonably high
values of n) the probability of detecting errors is /2".

Cyclic redundancy check code (CRCC)

The most efficient error-detection coding system used in digital audio is cyclic
redundancy check code (CRCC), which relies on the fact that a bit stream of n
bits can be considered an algebraic polynomial in a variable x with n terms.
For example, the word 10011011 may be written as follows:

M(x) = Ix” +0x0+ 0x° + 1x* + 1x° + 0x2 + 1x! + Ix°
=x +x*+x*+x+1

Now to compute the cyclic check on M(x), another polynomial G(x) is
chosen. Then, in the CRCC encoder, M(x) and G(x) are divided:

M(x)/G(x) = Q(x) + R(x)

where Q(x) is the quotient of the division, and R(x) is the remainder.
Then (Figure 7.5), a new message U(x) is generated as follows:

U(x) = M(x) +R(x)

so that U(x) can always be divided by G(x) to produce a quotient with no
remainder.

u(x)
M(x) _.] CRCC ENCODER
[
i

TRANSMISSION E(x)
G(x) OR RECORDING
¥

V(x)

ERROR <— CRCC DECODER |+

Figure 7.5 CRCC checking principle
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It is this message U(x) that is recorded or transmitted. If, on playback or at
the receiving end, an error E(x) occurs, the message V(x) is detected instead
of U(x), where:

V(x) = U(x) + E(x)

In the CRCC decoder, V(x) is divided by G(x), and the resultant remainder
E(x) shows there has been an error.

15 14 13 12 1 0 9 8 7 6 5 4 3 2 1

mxlo|[oflofojo|1|ojofof1]o]|o0o|1 |01

mx)l1]ojJojo]1]Jojo]|1|o}j1]|o|o]|o|o]o

um|1tjojofort1rjojojt1jfoj1fojofoq|1 |1

<14 + x10 . xT 4 x5 + x + 1
~" o ~" —
x5M (x) REMA!NDER

Figure 7.6 Generation of a transmission polynomial

Example (illustrated in Figure 7.6):

the message is M(x) = X’ + x> +x*+ 1
the check polynomial is G(x) =x+x'+x*+1

Now, before dividing by G(x) we multiply M(x) by x; or, in other words, we
shift M(x) five places to the left, in preparation of the five check bits that will
be added to the message:

XM(x) = x"+x"+x"+x°

Then the division is made:

EC+xP+x+x+x+x+1) + (x+1)

X M(x)/G(x) = - -
quotient remainder
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So that:

U(x) = M)+ (x+ 1)
=x"+x"+x+x+x+1

which can be divided by G(x) to leave no remainder.

Figure 7.6 shows that, in fact, the original data are unmodified (only
shifted), and that the check bits follow at the end.

CRCC checking is very effective in detection of transmission error. If the
number of CRCC bits is n, detection probability is 1 — 27", If, say, n is 16, as
in the case of the Sony PCM-1600, detection probability is 1—27"* =
0.999985 or 99.9985%. This means that the CRCC features almost perfect
detection capability. Only if E(x), by coincidence, is exactly dividable by
G(x), will no error be detected. This obviously occurs only rarely and,
knowing the characteristics of the transmission (or storage) medium, poly-
nomial G(x) can be chosen such that the possibility is further minimized.

Although CRCC error-checking seems rather complex, the divisions can
be done relatively simply using modulo-2 arithmetic. In practical systems
LSIs are used which perform the CRCC operations reliably and fast.

Error Correction

In order to ensure later correction of binary data, the input signal must be
encoded by some encoding scheme. The data sequence is divided into
message blocks, then, each message block is transformed into a longer one,
by adding additional information, in a process called redundancy.

data + redundant data

The ratio is known as the code rate.
data

There is a general theory, called the coding theorem, which says that the
probability of decoding an error can be made as small as possible by increas-
ing the code length and keeping the code rate less than the channel capacity.

When errors are to be corrected, we must not only know that an error has
occurred, but also exactly which bit or bits are wrong. As there are only two
possible bit states (0 or 1), correction is then just a matter of reversing the
state of the erroneous bits.

Basically, correction (and detection) of code errors can be achieved by
adding to the data bits an additional number of redundant check bits. This
redundant information has a certain connection with the actual data, so that,
when errors occur, the data can be reconstructed again. The redundant
information is known as the error-correction code. As a simple example, all
data could be transmitted twice, which would give a redundancy of 100% . By
comparing both versions, or by CRCC, errors could easily be detected, and if
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some word were erroneous, its counterpart could be used to give the correct
data. It is even possible to record everything three times; this would be still
more secure. These are however rather wasteful systems, and much more
efficient error-correction systems can be constructed.

The development of strong and efficient error-correction codes has been
one of the key research points of digital audio technology. A lot of experience
has been used from computer technology, where the correction of code
errors is equally important, and where a lot of research has been spent in
order to optimize correction capabilities of error-correction codes. Design of
strong codes 1s a very complex matter however, which requires thorough
study and use of higher mathematics: algebraic structure has been the basis of
the most important codes. Some codes are very strong against ‘burst’ errors,
i.e., when entire clusters of bits are erroneous together (such as during tape
dropouts), whereas others are better against ‘random’ errors, i.e., when single
bits are faulty.

Error-correction codes are of two forms, in which:

1 data bits and error-correction bits are arranged in separate blocks; in this
case we talk about block codes. Redundancy that follows a data block is
only generated by the data in that particular block

2 data and error correction are mixed in one continuous data stream; in this
case we talk about convolutional codes. Redundancy within a certain time
unit does not only depend upon the data in that same time unit, but also
upon data occurring a certain time before. They are more complicated, and
often superior in performance to block codes.

Figure 7.7 illustrates the main differences between block and con-
volutional error-correcting codes.

DATA 1 REDUNDANCY 1 DATA 2 REDUNDANCY 2

(a) Block Code

DATA REDUNDANCY

(b) Convolutional Code

Figure 7.7 Main differences between block and convolutional error-correcting
codes
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Combinational (horizontal/vertical) parity checking

If, for example, we consider a binary word or message consisting of 12 bits,
these bits could be arranged in a 3 X 4 matrix as shown in Figure 7.8.

Then, to each row and column one more bit can be added to make parity
for that row or column even (or odd). Then, in the lower right-hand corner, a
final bit can be added that will give the last column an even parity as well;
because of this the last row will also have even parity.

001110

Figure 7.8 Combinational parity checking

If this entire array is transmitted in sequence (row by row, or column by
column), and if during transmission an error occurs to one bit, parity check
on one row and on one column will fail; the error will be found at the
intersection and, consequently, it can be corrected. The entire array of 20
bits, of which 12 are data bits, form a code word, which is referred to as a
(20,12) code. There are 20 — 12 = 8 redundant digits.

All error-correcting codes are more or less based on this idea, although
better codes, i.e., codes using fewer redundant bits than the one given in our
example, can be constructed.

Crossword code

Correction of errors to single bits is just one aspect of error-correcting codes.
In digital recording, very often errors come in bursts, with complete clusters
of faulty bits. It will be obvious that, in view of the many possible com-
binations, the correction of such bursts or errors is very complicated and
demands powerful error-correcting codes.

One such code, developed by Sony for use in its PCM-1600 series, is the
crossword code. This uses a matrix scheme similar to the previous example,
but it carries out its operations with whole words instead of individual bits,
with the resultant advantage that large block code constructions can be easily
realized so that burst error correction is very good. Random error correction,
too, is good. Basically, the code allows detection and correction of all types of
errors with a high probability of occurrence, and that only errors with a low
probability of occurrence may pass undetected.
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RECORDH\[I)(;a 1211 1 3l 5

1 2 1 - 7 The numbers which, when
added, make 20 both in the
horizontal and vertical rows

, 3 5 - I 12| are recorded together. These
Recording numbers are equivalent to
‘ ‘ error correction codes.
5 {14
J

Recording | 12 || 1 3 5 7 11211 5 14

pattern on tape

PLAYBACK ¢/ 1 315 5 |14

7

Correction it can be seen that the
shadowed word is incorrect.
Equal 18 whenadded |10 |} 1 {| 7 Also, despite the fact that the
figures should add up to 20
Equa! 20 when added | 3 5 | 12 according to the rule adopted
| at the time of recording, the
top horizontal row and the
1 4 leftside verticat row add up to

only 18. Sc, by verification,
Equail 18 when added Equai 20 when added i1 jg found out that 10 is 2 short.

Error occurs in the first word.

10+2=12
Playback 1 2 1 l 3 5 The correct word is
) reproduced

NOTE: All words and the correction codes are expressed by ordinary decima! figures
instead of binary codes to facilitate your understanding

Figure 7.9 //lustration of a crossword code

A simple illustration of a crossword code is given in Figure 7.9, where the
decimal numbers represent binary values or words.

Figure 7.10 shows another simple example of the crossword code, in binary
form, in which four words M, to M, are complemented in the coder by four
parity or information words RS to R8, so that:

R, =M, &M,
R, = M, ® M,
R, =M, @ M,
R, =M, & M,

where the symbol @ denotes modulo-2 addition.
All eight words are then recorded, and at playback received as U, to Us.
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CODER

DECODER

U1(10000000)

ml1o110100

My 00110010

Uz (id.)

M3

Mgl 01010011

Uz (id)

Ry 01101001
Rg 01100001

Us (id.)

Ug (id)

Usp (id) Ug (id) ug (d)

$41j00000000

Sp{00000000

$S3 (00000000
S4|/00000000

Syndrome word

(00110100)
(E1)

(all zero)

Figure 7.10 Crossword code using binary data

In the decoder, additional words are constructed, called syndrome words,

as follows:

S, =U,® U, ® U,

S;=U;® U, ®U,
S;=U,eU, 90U,
S4:U2®U4®U8

By virtue of this procedure, if all recetved words U, to Uy are correct, all
syndromes must be zero. On the other hand, if an error E occurs in one or

more words, we can

Ui = Mi @E,forl =
R, @ E,for1 = 5to8

U;

Now:

say that:

S, =U,® U,® U

=M,®E,®&M,®E,®R, ®E,

= E,®E, ®E,

(06110100)
(E1)

(alt zero)



94  Principles of Digital Signal Processing

as we know that M; @ M, @ Ry = 0. Similarly:

S,=E,®E, ®E,
S, =E, ®E, ®E,

i

Correction can then be made, because:
U]@Sj,:M]@E]@E]:Ml

Of course, there is still a possibility that simultaneous errors in all words
compensate each other to give the same syndrome patterns as in our
example. The probability of this occurring, however, is extremely low and
can be disregarded.

In practical decoders, when errors occur, the syndromes are investi-
gated and a decision is made whether there is a good probability of
successful correction. If the answer is yes, correction is carried out; if the
answer is no, a concealment method is used. The algorithm the decision-
making process follows must be initially decided using probability calcu-
lations, but once it is fixed it can easily be implemented, for instance, in a
P-ROM.

Figure 7.11 shows the decoding algorithm for this example crossword
code. Depending upon the value of the syndrome(s), decisions are made
for correction according to the probability of miscorrection; the right
column shows the probability for each situation to occur.

b-adjacent code

A code which is very useful for correcting both random and burst errors
has been described by D. C. Bossen of IBM, and called b-adjacent code.
The b-adjacent error-correction system is used in the EIAJ format for
home-use helical-scan digital audio recorders.

In this format two parity words, called P and Q, are constructed as
follows:

Pn = I—‘n ® I{n ® I—‘n+1 @ I{n+1 691{n+2
Q, =T°L, ®T°R, ®T'L,,, ® T°’R,,, ®T’L,,, ® TR,,,

where T is a specific matrix of 14 words of 14 bits; L,, R,, etc. are data
words from, respectively, the left and the right channel.

CIRC code and other codes

Many other error-correcting codes exist, as most manufacturers of profes-
sional audio equipment design their own preferred error-correction system.
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Figure 7.11 Decoding algorithm for crossword code

Most, however, are variations on the best-known codes, with names such as
Reed-Solomon code, BCH (Bose-Chaudhuri-Hocquenghem) code after the
researchers who invented them.

Sony developed (together with Philips) the CIRC (cross-interleave Reed-
Solomon code) for the compact disc system. R-DAT tape format uses a
double Reed-Solomon code, for extremely high detection and correction
capability. The DASH format for professional stationary head recorders uses
a powerful combination of correction strategies, to allow for quick in/out and
editing (both electric and tape splice).
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Figure 7.12 Three types of error concealment (a) muting (b) previous word
holding (c) linear interpolation

Error Concealment

Next comes a technique which prevents the uncorrected code errors from
affecting the quality of the reproduced sound. This is known as concealment,
and there are 4 typical methods.

1

muting: the erroneous word is muted, i.e., set to zero (Figure 7.12a). This
is a rather rough concealment method, and consequently used rarely
previous word holding: the value of the word before the erroneous word is
used instead (Figure 7.12b) so that there is usually no audible difference.
However, especially at high frequencies where sampling frequency is only
2 or 3 times the signal frequency, this method may give unsatisfactory
results

linear interpolation (also called averaging): the erroneous word is replaced
by the average value of the preceding and succeeding words (Figure 7.12c).
This method gives much better results than the two previous methods
higher-order polynomial interpolation: gives an estimation of the correct
value of the erroneous word by taking into account a number of preceding
and following words. Although much more complicated than previous
methods, it may be worthwhile to use it in very critical applications.
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Interleaving

In view of the high recording density used to record digital audio on magnetic
tape, dropouts could destroy many words simultaneously, as a burst error.
Error correction that could cope with such a situation would be prohibitively
complicated and, if it failed, concealment would not be possible as methods
like interpolation demand that only one sample of a series is wrong.

For this reason, adjacent words from the A/D converter are not written
next to each other on the tape, but at locations a sufficient distance apart to
make sure that they cannot suffer from the same dropout. In effect, this
method converts possible long burst errors into a series of random errors.
Figure 7.13 illustrates this in a simplified example. Words are arranged in
interleave blocks, which must be at least as long as the maximum burst error.
Practical interleaving methods are much more complicated than this
example, however.

BURST ERROR

 — ]
T Ll
a Wi | Wa | Wy | Wio | W2 (W (Wg | Wy | W3 [ Wg | Wg | W2
} ! } —
1ST INTERLEAVE BLOCK 2ND INTERLEAVE BLOCK  3RD INTERLEAVE BLOCK
RANDOM ERROR ERROR ERROR ERROR
— — —l I |
b Wiy | Wo | W3 | Wg | Wg | Wg | W7 (Wg | Wg |Wig | Wit | W2

Figure 7.13 Showing how interleaving of data effectively changes burst errors
into random errors



8

Overview of the Compact Disc
Medium

It is the compact disc that has introduced most people to digital audio
reproduction. Table 8.1 is a comparison of LP and CD systems, showing that
CD is far superior to LP in each aspect of dynamic range, distortion,
frequency response, and wow and flutter specifications. In particular, CD
exhibits a remarkably wide dynamic range (90 dB) throughout the entire
audible frequency spectrum. In contrast, dynamic range of LP is 70 dB at
best. Harmonic distortion of CD reproduction is less than 0.01%, which is
less than one hundredth of that of LP. Wow and flutter are simply too minute
to be measured in a CD system. This is because, in playback, digital data are
first stored in a RAM and then released in perfect, uniform sequence deter-
mined by a reference clock of quartz precision.

With a mechanical system like that of LP, the stylus must be in physical
contact with the disc. Therefore, both the stylus and the disc will eventually
wear out, causing serious deterioration of sound quality. With the CD’s
optical system, however, lack of contact between the disc and the pick-up
means that there is no sonic deterioration no matter how many times the disc
is played.

Mechanical (and, for that matter, variable capacitance) systems are easily
affected by dust and scratches, as signals are impressed directly on the disc
surface. A compact disc, however, is covered with a protective layer (the
laser optical pickup is focused underneath this) so that the effect of dust and
scratches is minimized. Furthermore, a powerful error-correction system,
which can correct even large burst errors, makes the effect of even severe disc
damage insignificant in practice.



102 The Compact Disc

9Ssi0uU asned sayidlelds pue 1snq

uolneIqIA |eulBIXa Aq paloaye Ajiseg —

uswisn([pe ainssauid snjAis SpaaN —
sinoy 009005

sawil}

JO sual |euanas paAe|d Buiaq Jaye
papelbap sl asuodsal Aouanbauy-ybiH

1ueslyjubisui 1Isowe apew ale

syuidiabuly pue ‘sayd1elas ‘1snq
uoleIqiA

|PUIBIX3 O] AJIAIISISBI PasSEaldU| —
alqissod

Ae|d pswwieiboud 0 AJalieA y —
[0J1u02 J31Nd WO 0J421W

0} anp $S899e ASE8 pue YoIN D —

sinoy poog 48A0

jusuewlad-1wag

aoueUBIUIR

uonesadp
snjA1s Alljigeanq

osip AljigeinQ
Anpigeljai/uonesado

s8lnuiw GZ2—0¢
(d@18WeIp) Wd O

(S@1nuIW {7/ wnuwixew)
s81NuUIW 09
(1@1awelp) wo Z|

(apts auo uo) awil bulAe|d
Isia
suoisuawiqg

%€0°0

gp 0€-6¢

%C—L

gpP 09

(zH4 Le)gp oL

8P €+ ZH4 0¢—ZH Ot

uois|oaid zuenp

gpP 06 Ueyi aloN
%100 Ueyi ssan
(S Yy1m) gp 06

gp 06 UeYi alolN

8P S0 +2ZH4 0Z—2H 0¢

Jannjy pue MopA
uolleledag
uoILIOISIp dlUOWIRH
N/S

abuels o1weuAQg
asuodsal Aouanbaliy
suonesyioadg

19Aeld 47 [euonUBAUOY)

WwiaIsAs go

d7pue g) usamiaq uosrieduwod wajsAs |'g alqel



Overview of the Compact Disc Medium 103

Photo 8.1 CD player

Main Parameters

Main parameters of CD compared to LP are shown in Table 8.2. Figure 8.1
compares CD and LP disc sizes. Figure 8.2 compares track pitch and groove
dimensions of a CD with an LP; 60 tracks of the CD would fit into one track
of anLP.

Table 8.2 Parameter comparison between CD and LP

CcD LP

Disc diameter 120 mm 305 mm
568-228 rpm (at 1.4ms™")

Rotation speed 486-196 rpm (at 1.2ms ") 33%rpm
Playing time 74 min 32 min (one side)
{maximum)
No. of tracks 20,625 1060 maximum
Track spacing 1.6 um 85um
Lead-in diameter 46 mm 302 mm
Lead-out diameter 116 mm 121 mm
Total track length 5300 mm 705 m maximum

Linear velocity 1.20r1.4ms™ 528-211 mms™’
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Centrehole

| »| Lead out track

do 121mm
o d; Lead in track
. 302 mm
o d
LP-Record Diameter 305mm

l Lead-out track (d 116mm)

Lead-in track

(d 46mm)

Centre hole (d 15mm)

l
l |
| |
| |
| |

Compact disc — Overall diameter 120mm

Figure 8.1 A comparison of CD and LP sizes
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Hair

Compact Disc
- f Track Pitch 1.6 um
40 tracks i
1

l ‘———-60 tracks —
H

Conventional
Record Groove-

Figure 8.2 Track comparison between CD and LP

Optical Discs

Figure 8.3 gives an overview of the optical discs available. The CD single is the
digital equivalent of a 45 rpm single. It can contain about 20 minutes of music
and is fully compatible with any CD player. A CD Video (CDV) contains 20
minutes of digital audio which can be played back on an ordinary CD player
and 6 minutes of video with digital audio. To play back the video part you
need a Video Disc Player or a Multi Disc Player (MDP).

Multi Disc Players are capable of playing both Compact Discs and Laser

CD single CcD CD Video Laser Disc Laser Disc
8cm 12 em 12 em 20 ¢m 30 om

/_\
@
"o

%Ilulo Digital / analog Digital / analog
min. audio + video audio + video
1 side + Digital audio CAV : 32 min CAV : 72 min.
+ Video CLV : 40 min. CLV : 120 min.

g% 2 sides 2 sides

Figure 8.3 Optical discs
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Discs (LD). Optical discs containing video signals can be distinguished from
disc containing only digital audio by their colour. CDV and LD have a gold
shine, while CD and CD single have a silver shine.

Recording and Readout System on a CD

The data on a compact disc are recorded on the master by using a laser beam
photographically to produce pits in the discsurface, in a clockwise spiral track
starting at the centre of the disc. Length of the pits and the distance between
them from the recorded information, as shown in Figure 8.4.

In fact, on the user disc, the pits are actually bumps. These can be identified
by focusing a laser beam onto the disc surface: if there is no bump on the
surface, most of the light that falls on the surface (which is highly reflective)
will return in the same direction. If there is a bump present however, the light
will be scattered and only a small portion will return in the original direction
(Figure 8.5). The disc has a | mm thick protective transparent layer over the
signal layer, i.e., the pits. More important, the spot size of the laser beam is
about 1 mm in diameter at the surface of the disc, but is as small as 1.7 um
across at the signal layer. This means that a dust particle or a scratch on the
disc surface is literally out of focus to the sensing mechanism. Figure 8.6
illustrates this. Obviously, control of focus must be extremely accurate.

approx. 0.5 pym - il —— e —— ol ]
H 51 .6 um Track spacing
-------- —— R Ll —— L=

________ S r——

Pit length and - distance
0.833 ym - 3.56 um (3T~ 11T)

Figure 8.4 Pits on a CD, viewed from label side

]
Y

(b)

Figure 8.5 CD laser beam reflection (a) from disc surface (b) from pit
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Focal point

l d:1.7um Label side (Reflector)

d:- 1.
2mm Ld:0.8mm

Dust particle

lLaser beam

Figure 8.6 Showing how a dust particle on the disc surface is out of focus

Signal Parameters

Before being recorded, the digital audio signal (which is a 16-bit signal) must
be extended with several additional items of data. These include:

@ crror correction data

® control data (time, titles, lyrics, graphics and information about the
recording format or emphasis)

@ synchronization signals, used to detect beginning of each data block

@ merging bits: added between each data symbol to reduce the DC com-
ponent of the output signal.

Audio Signal

The audio signal normally consists of two channels of audio, quantized with a
16-bit linear quantization system at a sampling frequency of 44.1kHz. During
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Figure 8.7 CD pre-emphasis and de-emphasis characteristics

recording, pre-emphasis (slight boost of the higher frequencies) may be
applied. Pre-emphasis standards agreed for the compact disc format are 50 us
and 15 us (or 3183 Hz and 10,610 Hz).

Consequently, the player must in this case apply a similar de-emphasis to
the decoded signal to obtain a flat frequency response (Figure 8.7).

A specific control code recorded along with the audio signal on the com-
pact disc is used to inform the player whether pre-emphasis is used, and so the
player switches in the corresponding de-emphasis circuit to suit.

Alternatively, audio information on the CD may comprise four music
channels instead of two; this is also identified by a control code to allow
automatic switching of players equipped with a 4-channel playback facility.
Although, on launching CD, there were no immediate plans for 4-channel

discs or players, the possibility for later distribution was already provided in
the standard.
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Additional information on the CD

Before the start of the music programme, a ‘lead-in’ signal is recorded on the
CD. When a CD is inserted, most players immediately read this lead-in signal
which contains a ‘table of contents’ (TOC). The TOC contains information
on the contents of the disc, such as the starting-point of each selection or
track, number of selections, duration of each selection. This information can
be displayed on the player’s control panel, and/or used during programme
search operation.

At the end of the programme, a lead-out signal is similarly recorded which
informs the player that playback is complete.

Furthermore, music start flags between selections inform the player that a
new selection follows.

Selections recorded on the disc can be numbered from 1 through 99. In
each track, up to 99 indexes can be given, which may separate specific
sections of the selection. Playing time is also encoded on the disc in minutes,
seconds and 1/75ths of a second; before each selection, this time is counted
down.

There 1s further space available to encode other information, such as:
titles, performer names, lyrics and even graphic information which may all be
displayed, for instance on a TC screen during playback.

Compact Disc Production

Compact disc ‘cutting’

Figure 8.8 is a block diagram comparing CD digital audio recording and
playback systems with analog LP systems.

The two systems are quite similar and, in fact, overlap can occur at record
production stage. However, where LP masters are mechanically cut, CD
masters are ‘cut’ in an electro-optical photographic process: no ‘cutting’ of
the disc surface actually takes place.

The CD disc production process follows seven main stages, illustrated in
Figure 8.9:

1 a glass plate is polished for optimum smoothness

2 a photo-resist coating is applied to its surface. The roughness of the glass
surface and the thickness of the coating determines the depth of the pits on
the compact disc

3 the photo-resistive coating is then exposed to a laser beam, the intensity of
which is modulated with digitized audio information

4 the photo-resist layer is developed and the pits of information are revealed

the surface is silvered to protect the pits

6 the surface is plated with nickel to make a metal master

wn
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Figure 8.9 Stages in the ‘cutting’ of a compact disc

7 the metal master is then used to make mother plates. These mothers are in
turn used to make further metal masters, or stampers.

Compact disc stamping

The stamping process, although named after the analogous stage in LP
record production, is, in fact, an injection moulding, compression moulding
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or polymerization process, producing plastic discs (Figure 8.10). The signal
surface of each disc is then coated with a reflective material (vaporized
aluminium) to enable optical read-out, and further protected with trans-
parent plastic layer which also supports the disc label.

STAMPER

REFLECTION LAYER

SIGNAL SURFACE

PROTECTION FILM

Figure 8.10 Stages in ‘stamping’ a compact disc
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Compact Disc Encoding

A substantial amount of information is added to the audio data before the
compact disc is recorded. Figure 9.1 illustrates the encoding process and
shows the various information to be recorded.

There are usually two audio channels with 16-bit coding, sampled at
44.1kHz. So, the bit rate, after combining both channels, is:

44.1x16x2 = 1.4112 x 10°bits™

CIRC Encoding

Most of the errors which occur on a medium such as CD are random.
However, from time to time burst errors may occur due to fingerprints, dust
or scratches on the disc surface. To cope with both random and burst errors,
Sony and Philips developed the cross interleave Reed-Solomon error-correc-
tion code (CIRC). CIRC is a very powerful combination of several error
correction techniques.

|

SYNC WORD/
MERGING BITS

QUTPUT SIGNAL
—=TO LASER
CUTTING

SUBGCODE
16-BIT DIGITAL l
AUDIO (L

© CIRC CONTROL EFM ENCODING
w-mr —T— ENcooma WORD
DIGITAL
AUDIO (R)

BIT RATE: 1.4112 X 10° bit s 1.8816 X 10° bit 5™ 1.9404 X 108 bit s

Figure 9.1 Encoding process in compact disc production

4.12335 X 10° bit s™

MACHINE

4.3218 X 10%bit s
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Table 9.1 Specifications of CIRC system in the compact disc

Aspect Specification

Maximum correctable burst 4000 bits {i.e., 2.6 mm on the disc
error length surface)

Maximum interpolatable burst 12,300 bits (i.e., 7.7 mm on the disc
error length surface)

Sample interpolation rate One sample every 10 hours

ataBERof 1074

1000 samples every minute
ata BER of 1073

Undetected error samples Less than one every 750 hours
ataBERof 1073

Negligible at a BER of 107*

Code rate On average, four bits are recorded
for every three data bits

It is useful to be able to measure an error-correcting system’s ability to
correct errors, and as far as the compact disc medium is concerned it is the
maximum length of a burst error which is critical. Also, the greater the
number of errors received, the greater the probability of some errors being
uncorrectable. The number of errors received is defined as the bit error rate
(BER). An important system specification, therefore, is the number of data
samples per unit time, called the sample interpolation rate, which have to be
interpolated (rather than corrected) for given BER values. The lower this
rate is, the better the system. Then, if burst errors cannot be corrected, an
important specification is the maximum length of a burst error which can be
interpolated. Finally, it is important to know the number of undetected
errors, resulting in audible clicks. Any specification of an error-correcting
system must take ail these factors into account. Table 9.1 is a list of all
relevant specifications of the CIRC system used in CD.

The CIRC principle is as follows (refer to Figure 9.2):

@ the audio signal is sampled (digitized) at the A/D converter and these
16-bit samples are split up into two 8-bit words called symbols
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Figure 9.2 C/RC encoder

@ six of 16-bit samples, from each channel, i.e., twenty-four 8-bit symbols

are applied to the CIRC encoder, and stored in a RAM memory

@ the first operation in the CIRC encoder is called scrambling. The
scrambling operation consists of a two-symbol delay for the even samples

and a mixing up of the connections to the C2 encoder
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® the 24 scrambled symbols are then applied to the C2 encoder which
generates four 8-bit parity symbols called Q words. The C2 encoder
inserts the Q words between the 24 incoming symbols, so that at the
output of the C2 encoder 28 symbols result

® between the C2 and the C1 decoder there are twenty-eight 8-bit delay lines
with unequal delays. Due to the different delays, the sequence of the
symbols is changed completely, according to a determined pattern

® the Cl encoder generates further four 8-bit parity symbols known as P
words, resulting in a total of thirty-two 8-bit symbols.

@ after the C1 encoder, the even words are subjected to a one-symbol delay,
and all P and Q control words are inverted. The resultant sequenced
thirty-two 8-bit symbols is called a frame and is a CIRC-encoded signal
and is applied to the EFM modulator. On playback, the CIRC decoding
circuit restores the original 16-bit samples which are then applied to the
D/A converter.

The C2 encoder outputs twenty-eight 8-bit symbols for 24 symbols at its
input: it is therefore called a (24, 28) encoder. The C1 encoder outputs 32
symbols for 28 symbols input: it is a (28, 32) encoder.

The bit rate at the output of the CIRC encoder is:

2
1.4112 x % = 1.8816 x 10® bits™'

The Control Word

One 8-bit control word is added to every 32-symbol block of data from the
encoder. The compact disc standard defines eight additional channels of
information or subcodes that can be added to the music information; these
subcodes are called P, Q, R, S, T, U, Vand W. At the time of writing, only
the P and Q subcodes are commonly used:

@® the P subcode is a simple music track separator flag that is normally 0
(during music and in the lead-in track) but is 1 at the start of each
selection. It can be used for simple search systems. In the lead-out track, it
switches between (0 and 1 in a 2 Hz rhythm to indicate the end of the disc.

@ the Q subcode is used for more sophisticated control purposes; it contains
data such as track number and time.

The other subcodes carry information relating to possible enhance-
ments, such as text and graphics but will not be discussed here.

Each subcode word is 98 bits long: and, as each bit of the control word
corresponds to each subcode (i.e., P, Q, R, S, T, U, V, W), a total of 98
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CONTROL WORD (8 BITS) DATA
S —
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SYNC PATTERN S0 FRAME No 0
SYNC PATTERN S1 FRAME No 1
SYNC PATTERN S2 FRAME No 2
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Figure 9.3 Showing how one of each of the six subcode bits are present in every
frame of information. A total of 98 frames must therefore be read to read all six
subcode words

complete data blocks or frames must be read from the disc to read each
subcode word. This is illustrated in Figure 9.3.
After addition of the control word, the new data rate becomes:

1.811600 x i—g = 1.9404 x 10° bit s~

The Q Subcode and its Usage

Figure 9.4a illustrates the structure of the 98-bit Q subcode word. The R, S,
T, U, V, and W subcode words are similar. The first two bits are synchroniz-
ing bits, SO and S1. They are necessary to allow the decoder to distinguish the
control word in a block from the audio information, and always contain the
same data.
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Figure 8.4 Formats of data in the Q subcode (a) overall format (b) mode 1 data
format in the lead-in track (c) mode 1 data format in music and lead-out tracks

The next four bits are control bits, indicating the number of channels and
pre-emphasis used, as follows:

0000 2 audio channels/no pre-emphasis
1000 4 audio channels/no pre-emphasis
0001 2 audio channels/with pre-emphasis
1001 4 audio channels/with pre-emphasis

Four address bits indicate the mode of the subsequent data to follow. For the
Q subcode, three modes are defined.

At the end of the subcode word a 16-bit CRCC error-correction code,
calculated on control, address and data information, is inserted. The CRCC
uses the polynomial P(X) = X"+ X"+ X5+ 1.

The three modes of data in Q subcode words are used to carry various
information.

Mode 1 (address = 0001)

This is the most important mode, and the only one which is of use during
normal playback. At least 9 out of 20 consecutive subcode words must carry
data in mode-1 format. Two different situations are possible, depending
whether the subcode is in the lead-in track or not.
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When in the lead-in track, the data are in the format illustrated in Figure
9.4b. The 72-bit section comprises nine 8-bit parts:

@ TNO -containing information relating to track number: two digits in BCD
form (i.e., 2 X 4 bits). Is 00 during lead-in.

@ POINT/PMIN/PSEC/PFRAME - containing information relating to the
table of contents (TOC). They are repeated three times.

POINT indicates the successive track numbers, while PMIN, PSEC and
PFRAME indicate the starting time of that track. Furthermore, if
POINT = A0, PMIN gives the physical track number of the first piece of
music (PSEC and PFRAME are zero); if POINT = A1, PMIN indicates
the last track on the disc, and if POINT = A2, the starting-point of the
lead-out track is given in PMIN, PSEC and PFRAME.

Table 9.2 shows the encoding of the TOC on a disc which contains 6
pieces of music.

® ZERO - eight bits, all 0.

In music and lead-out tracks, data are in the format illustrated in Figure
9.4c. The 72-bit section now comprises:

@ TNO - current track number: two digits in BCD form (01 to 99).

@ POINT - index number within a track: two digits in BCD form (01 to 99).
If POINT = 00 it indicates a pause in between tracks.

@® MIN/SEC/FRAME - indicates running time within a track: each part, of
digits in BCD form. There are 75 frames in a second (00 to 74). Time is
counted down during a pause, with a value zero at the end of the pause.
During lead-in and lead-out tracks, the time increases.

@ AMIN/ASEC/AFRAME - indicates the running time of the disc in same
format as above. At the start of the programme area, it is set to zero.

@ ZERO - eight bits, all 0.

Figure 9.5 shows a timing diagram of P subcode and Q subcode status
during complete reading of a disc containing four selections (of which
selections three and four fade out and in consecutively without an actual
pause).

Mode 2 (address = 0010)

If mode 2 data are present, at least 1 out of 100 successive subcode words
must contain it. It is of importance only to the manufacturer of the disc,
containing the disc catalogue number. The 98-bit, Q subcode word in mode 2
is shown in Figure 9.6. Structure i1s similar to that of mode 1, with the
following differences:

@ N1 to N13 - catalogue number of the disc expressed in 13 digits of BCD,
according to the UPC/EAN standard for bar coding. The catalogue
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Table 9.2 Table of contents (TOC) information, on a compact disc with six
pieces of music

Frame number POINT PMIN, PSEC, PFRAME
n 01 00, 02, 32
n+1 01 00, 02, 32
n+2 01 00, 02,32
n+3 02 10, 15,12
n+4 02 10, 15,12
n+5 02 10, 15,12
n+6 03 16, 28, 63
n+7 03 16, 28, 63
n+8 03 16, 28, 63
n+9 04 16, 28, 63
n+10 04 16, 28, 63
n+11 04 16, 28, 63
n+12 05 16, 28, 63
n+13 05 16, 28, 63
n+14 05 16, 28, 63
n+15 06 49,10, 33
n+16 06 49,10, 33
n+17 06 49,10, 33
n+18 A0 01, 00, 00
n+19 A0 01, 00, 00
n+ 20 A0 01, 00, 00
n+21 A1 06, 00, 00
n+22 A1 06, 00, 00
n+23 A1 06, 00, 00
n+24 A2 52,48, 41
n+25 A2 52,48, 41
n+26 A2 52,48, 41
n+27 01 00, 02,32

n+28 01 00, 02, 32

number is constant for any one disc. If no catalogue number is present, N1
to N13 are all zero, or mode 2 subcode words may not even appear.
® ZERO - these 12 bits are zero.

Mode 3 (address = 0111)

Like mode 2 data, if mode 3 is present, at least 1 out of 100 successive subcode
words will contain it.
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Figure 9.5 7iming diagram of Pand Q subcodes

S0, S1|CONTROL| 2 [N1 N2 N3 N4 N5 N6 N7 N8 N9 N10 N11 N12 N13 | ZERO | AFRAME

CRC

ADR 52 bits

Figure 9.6 Q subcode format with mode 2 data

Mode 3 is used to assign each selection with a unique number, according to
the 12-character International Standard Recording Code (ISRC), defined in
DIN-31-621.

If no ISRC number is assigned, mode 3 subcode words are not present.
During lead-in and lead-out tracks, mode 3 subcode words are not used, and
the ISRC number must only change immediately after the track number
(TNO) has been changed.

The 98-bit, Q subcode word in mode 3 is shown in Figure 9.7. Structure is
similar to that of mode 1, with the following differences:

@ 11 toI12—the 12 characters of the selection’s ISRC number. Characters 11
and 12 give the code corresponding to country. Characters I3 to IS give a
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S$1, S2| CONTROL| 3 1112 13 14 15 100116 17 18 19110111 112 | ZERO| AFRAME |CRC
[

ADR ISRCode
60 bits

Figure 9.7 Q subcode format with mode 3 data

Table 9.3 Format of characters /71to 15 in the ISRC code

Character Binary Octal | Character Binary Octal
0 000000 00 I 011001 31
1 000001 01 J 011010 32
2 000010 02 K 011011 33
3 000011 03 L 011100 34
4 000100 04 M 011101 35
5 000101 05 N 011110 36
6 000110 06 0 011111 37
7 000111 07 P 100000 40
8 001000 10 Q 100001 41
9 001001 11 R 100010 42
A 010001 21 S 100011 43
B 010010 22 T 100100 44
C 010011 23 U 100101 45
D 010100 24 Vv 100110 46
E 010101 25 W 100111 a7
F 010110 26 X 101000 50
G 010111 27 Y 101001 51
H 011000 30 Z 101010 52

code for the owner. Characters 16 and 17 give the year of recording,.
Characters I8 to I12 give the recording’s serial number.

Characters I1 to I5 are coded in a 6-bit format according to Table 9.3,
while characters 16 to 112 are 4-bit BCD numbers.

@® 00 - these two bits are zero.
@® ZERO - these four bits are zero.

EFM Encoding

EFM, or eight-to-fourteen modulation, is a technique which converts each
8-bit symbol into a 14-bit symbol, with the purpose of aiding the recording
and playback procedure by reducing required bandwidth, reducing the
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signal’s DC content, and adding extra synchronization information. A timing
diagram of signals in this stage of CD encoding is given in Figure 9.8.

The procedure is to use 14-bit codewords to represent all possible com-
binations of the 8-bit code. An 8-bit code represents 256 (i.e., 2%) possible
combinations, as shown in Table 9.4. A 14-bit code, on the other hand,
represents 16,384 (i.e., 2') different combinations, as shown in Table 9.5.
Out of the 16,384 14-bit codewords, only 256 are selected, having
combinations which aid processing of the signal.

Table 9.4 An 8-bit code

MSB | 7SB | 6SB | 5SB | 4SB | 3SB | 2SB | LSB N°
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 1
0 0 0 0 0 0 1 0 2

1 1 1 1 0 254
1 1 1 1 255

1
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Table 9.5 A 74-bit code

MSB|13SB|12SB|11SB|10SB|9SB|8SB|7SB|6SB|5SB|4SB|3SB|2SB|LSB| N°
0 0 0 0 0o {0|0|0|lO|jJ]O|OlO|O|O0}O0
0 0 0 0 o|lo0ojofO|lO|O]|]OfO]O}T ][N
0 0 0 0 ojo0ojo0ft0ojo0o|j0}j0]0}|1T]0]2

i
|
|
i
|
l
|
|
l
|
|
|
|
l

1 1 1 1 1 1 1 1 1 1 1 1| 0 |16382
1 1 1 1 1 1 1 1 1 1 1 1 1 116383

Table 9.6 £xamples of 8-bit to 14-bit encoding

8-bit word 14-bit word
00000011 00100100000000
01001110 01000001001000
10101010 1T700170001000100
17171710010 0000001000100 1

For instance, by choosing codewords which give low numbers of individual
bit inversions (i.e., 1 to 0, or 0 to 1) between consecutive bits, the bandwidth
is reduced. Similarly, by choosing codewords with only limited numbers of
consecutive bits with the same logic level, overall DC content is reduced.

A ROM-based look-up table, say, can then be used to assign all 256
combinations of the 8-bit code to the 256 chosen combinations within the
14-bit code. Some examples are listed in Table 9.6.

In addition to EFM modulation, three extra bits, known as merging bits,
are added to each 14-bit symbol, with the purpose of further lowering DC
content of the signal. Exact values of the merging bits depend on the adjacent
symbols.

Finally, the data bits are changed from NRZ into NRZI (non-return to
zero inverted) format, by converting each positive-going pulse of the NRZ
signal into a single transition. The resultant signal has a minimum length of
3T (i.e., three clock periods), and a maximum of 11T (i.e., 11 clock periods),
as shown in Figure 9.9.

Bit rate is now:

17
1.9404 x i 4.12335 x 10° bit s ™!
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Figure 9.9 Minimum and maximum pit length
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The Sync Word

To the signal, comprising 33 symbols of 17 bits (i.e., a total 561 bits) a sync
word and its three merging bits are added, giving 588 bits in total (Figure
9.10). Sync words have two main functions: (1) they indicate the start of each
frame (2) sync word frequency is used to control the player’s motor speed.

The 588 bit long signal block is known as an information frame.

| 33 WORDS X 8 BIT

[ a2 [on | \3\4]5] 29/]307 a2 [et| 1
[ swwe  [[ e [] + 2 HIERIE SYNG

[ 1 FRAME

Figure 9.10 Adding the sync word

Final Bit Rate

The final bit rate, recorded on the CD, consequently becomes:

588
412335 X —= = o !
5ol = 4.3218 x 10° bit s~

The frame frequency F;,,., 1s:

4.3218

588 = 7350 Hz

And, as subcodes are in blocks of 98 frames, the subcode frequency F

_BS0_
08 ?

SC*

Playing time is calculated by counting blocks of subcode (i.e., 75 blocks =

1 second). A 60-minute long CD contains consequently:

60 x 60 x 7350 = 26,460,000 frames
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As each frame comprises 33 X 8 = 264 bits of information, a one-hour long
CD actually contains 6,985,440,000 bits of information, or 873,180,000 bytes!
Of this, the subcode area contains some 25.8 kbyte (200 Mbits). This gigantic
data storage capacity of the CD medium is also used for more general
purposes on the CD-ROM (compact disc read only memory), which is
derived directly from the audio CD.
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Opto-electronics and the Optical
Block

As the compact disc player uses a laser beam to read the disc, we will sketch
some basic principles of opto-electronics — the technological marriage of the
fields of optics and electronics. The principles are remarkably diverse,
involving such topics as the nature of optical radiation, the interaction of light
with matter, radiometry, photome‘try and the characteristics of various
sources and sensors.

The Optical Spectrum

By convention, electromagnetic radiation is specified according to its wave-
length (A). The frequency of a specific electromagnetic wavelength is given
by:

f= <
A

where fis frequency in Hz, c is velocity of light (3 < 10° ms™"), A is wavelength
inm.

The optical portion of the electromagnetic spectrum extends from 10 nm to
10° nm and is divided into three major categories: ultraviolet (UV), visible
and infrared (IR).

Ultraviolet (UV) are those wavelengths, falling below the visible spectrum
and above x-rays. UV is classified according to its wavelength as extreme or
shortwave UV (10 to 200 nm), far (200 to 300 nm) and near or long-wave UV
(300 to 370 nm).

Visible are those wavelengths between 370 to 750nm and they can be
perceived by the human eye. Visible light is classified according to the various
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Photo 10.1 Optical block of a compact disc player

colours its wavelengths elicit in the mind of a standard observer. The major
colour categories are: violet (370 to 455 nm), blue (456 to 492 nm), green (493
to 577 nm), yellow (578 to 597 nm), orange (598 to 622 nm) and red (623 to
750 nm).

Infrared (IR) are those wavelengths above the visible spectrum and below
microwaves. IR is classified according to its wavelength as near (750 to
1500 nm), middle (1600 to 6000 nm), far (6100 to 40000 nm) and far-far
(41000 to 10° nm).

Interaction of Optical Waves with Matter

An optical wave may interact with matter by being reflected, refracted,
absorbed or transmitted. The interaction normally involves two or more of
these effects.

Reflection

Some of the optical radiation impinging upon any surface is reflected away
from the surface. Amount of reflection varies according to the properties of
the surface and the wavelength and in real circumstances may range from
more than 98% to less than 1% (alampblack body). Reflection from a surface
may be diffuse, specular or a mixture of both.
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Incident beam Diffuse
reflector

\J

Figure 10.1 Reflection of light from a diffuse reflector

Reflecied beam

Figure 10.2 Reflection of light from a specular reflector

A diffuse reflector has a surface which is rough when compared to the
wavelength of the impinging radiation (Figure 10.1).

A specular, sometimes called regular, reflector, on the other hand has a
surface which is smooth when compared to the wavelength of the impinging
radiation. A perfect specular reflector will thus reflect an incident beam
without altering the divergency of the beam.

A narrow beam of optical radiation impinging upon a specular reflector
obeys two rules, illustrated in Figure 10.2.

1 the angle of reflection is equal to the angle of incidence
2 the incident ray and the reflected ray lie in the same plane as a normal line
extending perpendicularly from the surface.

Absorption

Some of the optical radiation impinging upon any substance is absorbed by
the substance. Amount of absorption varies according to the properties of the
substance and the wavelength and in real circumstances any range from less
than 1% to more than 98%.



Opto-electronics and the Optical Block 131

Transmission

Some of the optical radiation impinging upon a substance is transmitted into
the substance. The penetration depth may be shallow (transmission = 0) or
deep (transmission more than 75%).

The reflection (p), the absorption {«) and the transmission (o) are related
in the expression:

prtato =1

Refraction

A ray of optical radiation passing from one medium to another is bent at the
interface of the two mediums if the angle of incidence is not 90°.

The index of refraction n, is the sine of the angle of incidence divided by the
sine of the angle of refraction, as illustrated in Figure 10.3. Refractive index
varies with wavelength and ranges from 1.0003 to 2.7.

Optical Components

Optical components are used both to manipulate and control optical radi-
ation and to provide optical access to various sources and sensors.

Glass is the most common optical material at visible and near-infrared
wavelengths, but other wavelengths require more exotic materials such as
calcium aluminate glass (for middle infrared), lithium fluoride (for UV).

Refracted ray

A:

Incident ray

sin 91
sin 92

Figure 10.3 //lustrating the index of refraction
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The thin simple lens

Figure 10.4 shows how an optical ray passes through a thin simple lens.

A lens may be either positive (converging) or negative (diverging). The
focal point of a lens is that point at which the image of an infinitely distant
point source is reproduced.

Lens (diameter D)

Focal point

Optical axis

Figure 10.4 Showing how light is refracted through a thin simple lens

Both the source and the focal point lie on the lens axis. The focal length (f)
1s the distance between the lens and the focal point. The f/number of a lens
defines its light-collecting ability and is given by:

f
f ber =
/number )

where f s the focal length, D is the diameter of the lens.

A small f/number denotes a large lens diameter for a specitied focal length
and a higher light-collecting ability than a large f/number.

Numerical aperture (NA) is a measure of the acceptance angle of a lens and
1s given by:

NA = nsin#

where n is the refractive index of the object or image medium (forair,n = 1),
6 is half the maximum acceptance angle (shown in Figure 10.5). The relation
of the focal length (f) to the distances between the lens and the object being
imaged (s) and the lens and the focused image (s') is given by the gaussian
form of the thin lens equation:

1/s+1/s’ = 1/f
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Figure 10.5 Acceptance angle of a lens

The combined focal length for two thin lenses in contact or close proximity
and having the same optical axis is given by:

1/t = 1f, + U/f,
The relationship between the focal length (f) and the refractive index (n) is:
/£ = (n—1D)(1/r, — /ry)

where r; 1s the radius on the left lens surface, r, is the radius on the right lens
surface.

The cylindrical lens

A cylindrical lens is a section of a cylinder and therefore magnifies in only one
plane. An optical beam which enters the cylindrical lens of Figure 10.6 is
focused only in the horizontal plane. As a result the cross-section of the beam
after passing through the lens is elliptic, with the degree varying according to
the distance from the lens. By detecting the elliptic degree, a useful measure
of whether or not a beam 1s focused on a surface can be made.

The prism

A prism is an optically transparent body used to refract, disperse or reflect an
optical beam. The simplest prism is the right-angle prism, shown in Figure
10.7.

An optical ray perpendicularly striking one of the shorter faces of the prism
is totally internally reflected at the hypotenuse, undergoes a 90° deviation,
and emerges from the second shorter face.
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(top view)

laser beam

Figure 10.6 Operation of a cylindrical lens

Operation of a totally internally reflecting prism is dependent upon the fact
that a ray impinging upon the surface of a material having a refractive index
(n) smaller than the refractive index (n’) of the medium in which the ray is
propagating, will be totally internally reflected when the angle of incidence is
greater than a certain critical angle (8.), given by:

. n’
sinf, = —
n

The collimator

The combination of two simple lenses is commonly used to increase the
diameter of a beam while reducing its divergence. Such a collimator is shown
in Figure 10.8.
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Figure 10.7 Right-angle prism
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Figure 10.8 Principle of a collimator
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Figure 10.9 A diffraction grating used with a prism (part of a CD player optical
pick-up)

Diffraction gratings

Diffraction gratings are used to split opiical beams and usually comprise a
thin plane parallel plate, one surface of which is coated with a partially
reflecting film of thin metal with thin slits. Figure 10.9 shows a diffraction
grating used with a prism.

The slits are spaced only a few wavelengths apart. When the beam passes
through the grating it diffracts at different angles, and appears as a bright
main beam with successively less intensive side beams, as shown in Figure
10.10.

diffraction grating

2nd beam

4
<

~ P
[] N e _ Ist beam

e .
o= main beam
0\~

S o gy beam

y
€ -
\ \
” 2nd beam

Ist beams are used for tracking servo.

Figure 10.10 Light passing through a diffraction grating
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1/4 wave plate

When linear polarized light is passed through an anisotropic crystal (Figure
10.11), the polarization plane will be contorted during the traverse of the
crystal. The thickness d, of the crystal required to obtain a contortion of more
than 180°, is equal to one wavelength of the light. In order to obtain a
contortion of more than 45°, only 1/4 of d is therefore required, and a crystal
with this thickness is used in an optical pick-up in a CD player, and is called a
1/4 wave-plate, quarter wave plate, or QWP.

composite wave form

anisotropic crystal

—

light
olarization)

Figure 10.11 Light passing through an anisotropic crystal becomes rotated in
polarization

The Injection Laser Diode (ILD)

The basic operation of any laser consists of pumping the atoms into a
stimulated state, from which electrons can escape and fall to the lower energy
state by giving up a photon of the appropriate energy. In a solid-state laser,
the input energy populates some of the usually unpopulated bands. When a
photon of energy equal to the band gap of the crystal passes through, it
stimulates other excited photons to fall in step with it. Thus a small priming
signal will emerge with other coherent photons.

The laser can be operated in a continuous wave (CW) oscillator mode if the
ends of the laser path are optically fiat, parallel and reflective, so forming an
optical resonant cavity. A spontaneously produced photon will rattle back
and forth between the ends, acquiring companions due to stimulated
emission.
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This stimulated emission can be like an avalanche, completely draining the
high-energy states in a rapid burst of energy. On the other hand, certain types
of lasers can be produced which will operate in an equilibrium condition,
giving up photons at just the input energy pumping rate. The injection laser
diode (ILD) is such a device.

The material in an injection laser diode is heavily doped so that under
forward bias, the region near the junction has a very high concentration of
holes and electrons. This produces the inversion condition with a large
population of electrons in a high-energy band and a large population of holes
in the low-energy band. In this state, the stimulated emission of photons can
overcome photon absorption and a net light flux will result.

In operation, the forward current must reach some threshold: beyond
which the laser operates with a single ‘thread’ of light, and the output is
relatively stable but low. As the current is increased, light output increases
rapidly.

ILD characteristic is highly temperature-sensitive. A small current vari-
ation or a modest temperature change can cause the output to rise so rapidly
that it destroys the device. A photodiode, monitoring the light output, is
commonly used in a feedback loop to overcome this problem.

Like the LED, the ILD must be driven from a current source, rather than a
voltage source, to prevent thermal runaway. With a voltage source, as the
device junction begins to warm the forward voltage drop decreases, which

Optical power
output (mw) 6

L A L ! i

10 20 30 40 50 60 Laser current (mA)

Figure 10.12 Characteristic of a typical ILD
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tends to increase the current, in turn decreasing the forward voltage drop,
and so on until the current tends towards infinity and the device is destroyed.
In addition, the ILD has a tendency to deteriorate with operation.
Deterioration is greatly accelerated when operating the ILD outside of its
optimum limits. A typical ILD characteristic is shown in Figure 10.12.

The ILD with a double heterostructure (DH)

A very narrow P-N junction layer of GaAs semiconductor is sandwiched
between layers of AlGaAs.

The properties of the outer semiconductor layers confine the electrons and
holes to the junction layer, leading to an inverted population at a low input
current.

Quantum aspects of the laser

A laser (light amplification by stimulated emission of radiation) is a maser
(microwave amplification of stimulated emission of radiation), operating at
optical frequencies.

Because the operations of masers and lasers are dependent upon quantum
processes and interactions, they are known as quantum electronic devices.
The laser, for example, is a quantum amplifier for optical frequencies,
whereas the maser is a quantum amplifier for microwave frequencies.

Masers and lasers utilize a solid or gaseous active medium, and their
operations are dependent on Planck’s law:

AE = E,—E, = hf

An atom can make discontinuous jumps or transitions from one allowed
energy level (E,) to another (E,), accompanied by either the emission or
absorption of a photon of electromagnetic radiation at frequency f.

The energy difference E is commonly expressed in electronvolts (abbrevi-
ation: eV) and:

leV =16x10""]

The constant h is Planck’s constant and equals 6.6262 x 107*Js. The
frequency f (in Hertz) of the radiation and the associated wavelength A (in
metres) are related by the expression:

>
il
- 0

where c (the velocity of light) is 3 x 10*ms™.
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Example:

AE = E,—E, = 1.6eV
1.6x1.6x107"])
=25632%x107"]J

I

But, AE also equals:

hf = h <
X

So:
N = he
AE

_6.6262x 107 x 3 x 10
2.5632 x 107"

m

=775x10"m

=775 nm

TOP: T-type Optical Pick-up

The schematic of an optical pick-up of the three-beam type used in CD
players is shown in Figure 10.13. This drawing shows the different optical
elements composing a pick-up and indicates the laser beam route through the
unit.

The laser beam is generated by the laser diode. It passes through the
diffraction grating, generating two secondary beams called side beams, which
are used by a tracking servo circuit to maintain correct tracking of the disc.

The beam enters a polarizing prism (called a beam splitter) and only the
vertical polarized light passes. The light beam, still divergent at this stage, is
converged into a parallel beam by the collimation lens and passed through the
1/4 wave plate where the beam’s polarization plane is contorted by 45°. The
laser beam is then focused by a simple lens onto the pit surface of the disc.
The simple lens is part of a servo-controlled mechanism known as a 2-axis
device.

The beam is reflected by the disc mirrored surface, converged by the 2-axis
device lens into a parallel beam, and re-applied to the 1/4 wave plate. Again,
the polarization plane of the light is contorted by 45°, so the total amount of
contortion becomes 90°, i.e., the vertically polarized laser beam has been
twisted to become horizontally polarized.
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Figure 10.13 A three-beam optical pick-up

After passing through the collimation lens the laser beam is converged
onto the slating surface of the polarizing prism. Now polarized horizontally,
the beam is reflected internally by the slanted surface of the prism towards the
detector part of the pick-up device.

In the detector part, the cylindrical lens focuses the laser beam in only one
plane, onto six photo-detectors in a format shown in Figure 10.14, i.e., four
main spot detectors (A, B, C and D) and two side spot detectors (E and F),
enabling read-out of the pit information from the disc.

The T-type optical pick-up (TOP) is shown in detail in Figure 10.15.
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main spot detector

F

side spot detector

Figure 10.14 Showing relative positions of the six photo-detectors of a CD
optical pick-up
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objecive lens 2axis device

¥ wave plate

collimation lans

polariving prism — ———"
{beam spliteer!

diffraction grating -

detector
{photo diodes)

laser diode

Figure 10.15 T7-type optical pick-up (TOP)

FOP: Flat-type Optical Pick-up

Later models use a flat-type optical pick-up (FOP) shown in Figure 10.16. In
the FOP a non-polarizing prism is used and no 1/4 wave plate. The
non-polarizing prism is a half mirror which reflects half of the incident light
and lets pass the other half (Figure 10.17).

This means that half of the light passes through the prismi and returns after
being reflected by the mirror. This secondary beam, 50% of the original, is



Opto-electronics and the Optical Block 143
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Figure 10.16 F/at-type optical pick-up (FOP)

reflected again for 50% and passed through for 50%, so that the resulting light
beam intensity is 1/2 x 1/2=1/4 of the original beam (Figure 10.18).

The new principle enables the elimination of the influence of double
refraction (i.e. the change of the deflection angle when reflected by the disc
surface), caused by discs with mirror impurities.

2-axis device

Optical pick-ups contain an actuator for objective lens position control. The
compact disc player, due to the absence of any physical contact between the
disc and the pick-up device, has to contain auto-focus and auto-tracking
functions.

These functions are performed by the focus and tracking servo circuits via
the 2-axis device, enabling a movement of the objective lens in two axes:
vertically for focus correction and horizontally for track following. Figure
10.19 shows such a 2-axis device construction.

The principle of operation is that of the moving coil in a magnetic field.
Two coils, the focus coil and the tracking coil, are suspended between
magnets (Figure 10.20) creating two magnetic fields. A current through
either coil, due to the magnetic field, will cause the coil to be subjected to a
force, moving the coil in the corresponding direction.
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Figure 10.17 Beam splitting in the flat-type optical pick-up
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Figure 10.18 Light distribution in FOP
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Figure 10.19 Construction of a 2-axis device, used to focus the laser beam onto
the surface of a compact disc
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Figure 10.20 Operating principle of a 2-axis device
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The Servo Circuits in CD Players

A feedback control circuit is one in which the value of a controlled variable
signal is compared with a reference value. The difference between these two
signals generates an actuating error signal which may then be applied to the
control elements in the control system. Principle is shown in Figure 11.1. The
amplified actuating error signal is said to be fed back to the system, thus
tending to reduce the difference. Supplementary power for signal amplifica-
tion is available in such systems.

The two most common types of feedback control systems are regulators
and servo circuits. Fundamentally, both systems are similar, but the choice of
systems depends on the nature of reference inputs, the disturbance to which
the control is subjected, and the number of integrating elements in the
control.

| oisTuRBANCE- |
,,,,,,,,,,,,,,,,,,,,, =1 FUNCTION !
! )
t ¥

ELEMENTS
SYSTEM INPOT L ————— s
i
)
|
Actuating error E(s) : Controlled variable C(s)
N
R P VCE COMPAR- CONTROL COMPAR- CONTROLLED
ELEMENTS / <\ ATOR ELEMENTS "\ “AToR SYSTEM
Reterence input R(s) Feedback
(function of
controlied
variable) 2
FEEDBACK
ELEMENTS

Figure 11.1 Feedback control system: block diagram
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Regulators are designed primarily to maintain the controlled variable or
system output very nearly equal to a desired value in the presence of output
disturbances. Generally, a regulator does not contain any integrating
elements. An example of a regulator is shown in Figure 11.2, a stabilized
power supply with series regulator.

Vin Vout

o

Vref

$r2

>

Figure 11.2 A vo/tage regulator

The non-inverting input of a comparator is connected to a reference
voltage (V,.y), and a fraction of the output voltage V,, is fed back to the
comparator’s inverting input. Closed-loop gain of this circuit equals:

R1+R2
R2

and, the output voltage equals:

Vi = G.V

out ref

A servo circuit, on the other hand, is a feedback control system in which the
controlled variable is mechanical, usually a displacement or a velocity.
Ordinarily in a servo circuit, the reference input is the signal of primary
importance; load disturbances, while they may be present, are of secondary
importance. Generally, one or more integrating elements are contained in
the forward transfer function of the servo circuit.

An example of a servo circuit 1s shown in Figure 11.3, where a motor is
driven at a constant speed. This circuit is a phase-locked system consisting of
a phase-frequency detector, an amplifier with a filter, a motor and an
encoder. The latter is a device which emits a number of pulses per revolution
of the motor shaft. Therefore, the frequency of the encoder signal is directly
proportional to the motor speed.
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Figure 11.3 Possible motor speed control servo circuit

Objective of the system is to synchronize the feedback frequency with the
reference frequency. This is done by comparing the two signals and correct-
ing the motor velocity according to any difference in frequency or phase.

Summary of the Servo Circuits in a CD Player

For this explanation, the Sony CDP-101 CD player is used as an example. It
uses four distinct servo circuits, as shown in Figure 11.4. These are:

1 focus servo circuit: this servo circuit controls vertical movement of the
2-axis device and guarantees that the focal point of the laser beam is
precisely on the mirror surface of the compact disc

2 tracking servo circuit: this circuit controls the horizontal movement of the
2-axis device and forces the laser beam to follow the tracks on the compact
disc

3 sled servo circuit: this circuit drives the sled motor which moves the optical
block across the compact disc

4 disc motor servo circuit: this circuit controls the speed of the disc motor,
guaranteeing that the optical pick-up follows the compact disc track at a
constant linear velocity.

The optical pick-up is the source of the feedback signals for all four servo
circuits.

The Focus Servo Circuit

Detection of the correct focal points

The reflected laser beam is directed to the main spot detector (Figure 11.5a),
an array of four photodiodes, labelled A, B, C and D. When the focus is OK,
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OPTICAL PICK-UP

2-axis device

Focus Servo

Tracking Servo

Sled Servo Sled Motor
Disk Motor Disk Motor
Servo

Figure 11.4 Servo circuits in the CDP-101 compact disc player

the beam falls equally on the four diodes, and the focus error signal:
(A+C)—(B+D)iszero.

On the other hand, when the beam is out of focus (Figures 11.5 band ¢), an
error signal is generated, because the beam passes through a cylindrical lens,
which makes the beam elliptic in shape (Figure 11.6). The resultant focus
error signal from the main spot detector: (A + C) — (B + D) is therefore not
zero.

The focus search circuit

When a disc is first loaded in the player the distance between the 2-axis device
and the disc is too large: the focus error signal is zero (as shown in Figure
11.7a) and the focus servo circuit is inactive.

Therefore, a focus search circuit is used which, after the disc is loaded,
moves the 2-axis device slowly closer to the disc. Outputs of the four photo-
diodes are combined in a different way (i.e., A+ B + C + D) to form a radio
frequency (RF) signal, which represents the data bits read from the disc.
When the RF signal exceeds a threshold level (Figure 11.7b), the focus servo
is enabled and now controls the 2-axis device for a zero focus error signal.

The Tracking Servo Circuit

Figure 11.8 shows the three possible tracking situations as the optical pick-up
follows the disc track. In Figure 11.8a and b the main spot detector is not
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Figure 11.6 Showing how elliptical beamns are produced by the cylindrical lens,
when the optical pick-up is out of focus

correctly tracked, and so one or other of the side spot detectors gives a large
output signal as the pit is traversed. In Figure 11.8c, on the other hand, the
main spot detector is correctly tracked, and both side spot detectors give
small output signals.

Side spot detectors consist of two photo-diodes (E and F) and generate a
tracking error signal:

TE = E-F

The tracking servo acts in such a way that the tracking error signal is as small
as possible, i.e., the main spot detector is exactly on the pits of the track.
Tracking error, focus error, and resultant focus signals are shown, derived
from the optical pick-up’s photodiode detectors, in Figure 11.9.

The Sled Servo Motor

The 2-axis device allows horizontal movement over a limited number of
tracks, giving a measure of fine tracking control. Anotherservo circuit, called
the sied servo circuit, is used to move the complete optical unit across the disc
for coarse tracking control. It uses the same tracking error signal as the
tracking servo of the 2-axis device.
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Figure 11.7 Signals within the focus servo circuit (a) a focus error signal detects
when the pick-up is in focus by means of combining the photo-detector outputs
as {A+CJ—(B+D): zero voltage means focus has been obtained (b) a
radio frequency signal, obtained by combining the photo-detector outputs as
(A + B+ C+ D), must exceed a threshold level before the focus servo is activated

However, the output of the tracking servo circuit is linearly related to the
tracking error signal, whereas the output of the sled servo circuit has a built-in
hysteresis: Only when the TE signal exceeds a fixed threshold level does the
sled servo drive the sled motor. Tracking error and sled motor drive signals
are shown in Figure 11.10.
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Figure 11.9 Showing how the various error signals are obtained from the
photo-detectors of the CD optical pick-up
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Figure 11.10 T7racking error and sled motor drive signals within the CD player

The Disc Motor Servo Circuit

In Chapter 2 we saw how each frame of information on the disc starts with a
sync word. One of the functions of the sync words is to control the disc motor.

The sync word frequency is compared against a fixed frequency (derived
from a crystal oscillator) in a phase comparator and the motor is driven
according to any frequency or phase difference.

Asthe length of the tracks increases linearly from the inner (lead-in) track to
the outer (lead-out) track, the number of frames per track increases in the
same respect. This means that the frequency of the sync words also increases,
which causes the motor speed to decrease, resulting in a constant linear
velocity. The angular velocity typically decreases from 500 rpm (lead-in track)
to 200 rpm (lead-out track).
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Signal Processing

RF Amplification

The signal that is read from the compact disc and contains the data informa-
tion is the RF signal, that consists of the sum of signals (A + B + C + D) from
the main spot detector. At this stage, the signal is a weak current signal and
requires current-to-voltage conversion, amplification and waveform shaping.
The CDP-101 RF amplifier circuit is shown in Figure 12.1. IC402 is a current-
to-voltage converter and amplifier stage, while IC403 is an offset amplifier,
correcting the offset voltage of the RF signal and delivering the amplified RF
signal.

Figure 12.2 shows the waveshaper circuit used in the CDP-101. Because

eye pattern

1403 LF357 285-33v

RF OFFSET AMP 145—- 18V

€406 27p R415 10k ————o0ov
IR4IO‘I‘I5.7I( W RA75 Z
e i 4.7k
o8
R409 47k Qm con :I: (A+C)+(8+D)
l__ p
€405 27p RaTS2
el R478 5.k
1c402 Rk Lpar?
TC40HOO4P Ra16 $2k
AMP | ISk C439 4.7p
rRva07y
—_— 22k-8 2R49|
to focus error circuit T2k
mr

Figure 12.1 RF amplification circuit of the CODP-101 compact disc player
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Figure 12.2 Waveshaping circuit used in the CDP-101

Figure 12.3 Timing diagram of the RF signal before and after waveshaping

the RF signal from the RF amplifier is a heterogeneous signal due to disc
irregularities, the waveshaper circuit detects correct zero-cross points of the
eye pattern and transforms the signal into a square wave signal. After
waveshaping by [C404, the signal is integrated in the feedback loop through a
low pass filter circuit to obtain a DC voltage applied to the input, so as to
obtain correct slicing of the eye pattern signal.

Figure 12.3 shows a timing diagram of the RF signal before and after
waveform shaping.
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Signal Decoding

The block diagram in Figure 12.4 represents the basic circuit blocks of a
compact disc player. After waveshaping the RF signal is applied to a phase
locked loop (PLL) circuit in order to detect the clock information from the
signal which, in turn, synchronizes the data.

Also, the RF signal is applied to an EFM demodulator and associated error
stages in order to obtain a demodulated signal. In the CDP-101 a single
integrated circuit, the CX7933, performs EFM demodulation; a block dia-
gram is shown in Figure 12.5.

This block diagram shows frame sync detection, fourteen-to-eight
demodulation to a parallel 8-bit data output, subcode Q detection and
generation by an internal counter and timing generator of the WFCK (write
frame clock) and WRFQ (write request) synchronization signals. Figure 12.6
shows the EFM decoding algorithm (for comparison with the encoding
scheme in Figure 9.2).

CIRC decoding is performed by a single integrated circuit, the CX7935
(Figure 12.7) on the data stored in the RAM memory. A RAM control IC,
the CX7934 (Figure 12.8) is used to control data manipulations between the
RAM and the rest of the demodulation stage circuits.

The data are checked, corrected if necessary, and deinterleaved during
readout. If incorrigible errors are found, a pointer for this data word is stored
in memory and the circuit corrects the data by interpolation. Figure 12.9

Figure 12.4 Signal decoding within the compact disc player

CLOCK SIGNAL
PHOTO RF WAVE EFM
RF AMP PLL VCO |
DETECTION SHAPING
CLOGK GENERATOR
EFM ERROR DETECTION INTERPOLATION TO D /A
DEMODULATOR & CORREGTION -
MUTING CONVERTOR
RAM
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Figure 12.7 Block diagram of the CX7935 CIRC decoder

shows the complete signal decoding circuit as used in the CDP-101. In the
latest Sony CD players, signal decoding is performed by a single integrated
circuit, the CX23035, shown in Figure 12.10.

D/A Converter

The D/A converter follows the signal processing and decoding circuits.
Figure 12.11 represents the CX20017 integrated circuit D/A converter as
used in Sony CD players. The converter is formed around an integrating
dual-slope A/D converter. Two counters, one for the eight most significant
and one for the eight least significant bits, control the two constant current
sources (which have a ratio: I,/i, = 256) used for charging the integrator
capacitor. Conversion is controlled by the LRCK (left/right clock), BCLK
(bit clock) and WCLK (word clock) signals.

Figure 12.12 represents the operating principle: where 16-bit data are
loaded into the two 8-bit counters by a latch signal. With data in the counters,
no carry signals exist and the current switches are closed. The integration
capacitor C charges with a total current I = I, + 1.
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Figure 12.11 Block diagram of the CX20017 D/A converter

During conversion, each counter counts down to zero, whereupon the
carry signals open the current switches, stopping further charging of the
capacitor. The final charge across the capacitor, as an analog voltage, repre-
sents the 16-bit input.

Figure 12.13 shows a practical application of a D/A converter circuit in a
CD player.

High Accuracy D/A Conversion

18-Bit Digital Filter/8-Times Oversampling

The CXD-1144 is a digital filter allowing the conversion of 16 bit samples into
18 bit samples with very high precision (Figure 12.14). The remaining ripple in
the audible range is reduced to +0.00001 dB. The attenuation is 120dB and
the echo rejection is about 124 dB. Especially the reproduction of pulse-
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Figure 12.12 Operating principle of the CX20017 D/A converter
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Figure 12.14 CXD-1144 digital filter

shaped tones, such as those of a keyboard or piano, is remarkably improved
by enhancing the rising edges of the signal and the high echo rejection.

The digital filter is also used to create oversampling, calculating the
intermediate values of the samples. An oversampling of 8 Fs or 352.8 kHz can
be achieved. This increase in sampling rate gives an important reduction of
quantization noise, which allows a more pure and analytic playback of music.
Also a lower order LPF can be used, improving the group delay and linearity
in the audio range.

In order to cope with 18 bit and such a high conversion rate great care must
be taken in the designing of the D/A converter. To reduce the load imposed on
the D/A converter Sony developed an ‘Overlapped Staggered D/A Conver-
sion System’ (Figure 12.15). The basic idea is to use a digital filter circuit at
8 F's output, combined with two D/A converters for each channel.

DIGITAL FILTER
(CXD - 1144)

DAC 1
W CONv. LPF L Ch
T‘—“ DAC 2
DAC 3
W CONV. LPF |—— RCh
T—‘ DAC 4

Figure 12.15 Overlapped staggered D/A conversion system
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The conversion rate is 4 Fs, so the digital filter output is at 2x4=8Fs
oversampling. The even and odd samples for each channel are applied to
separate D/A converters. By adding the output of both DAC, corresponding
to the formula: (L1+1L2)/2, a staircase signal is obtained which corresponds
with an 8 Fs oversampled output signal. Since the outputs of the two DACs
are added continuously a maximum improvement of 3dB is realised in
quantization noise with reduced distortion. The output current is also
doubled, improving the S/N ratio of the analog noise by a maximum of 6 dB.

High Density Linear Converter
Figure 12.16 shows a block diagram of a single bit pulse D/A converter. The
digital filter, CXD-1244, uses an internal 45 bit accumulator to perform
accurate oversampling needed in the single bit converter. The pulse D/A
converter combines a third-order noise shaper and a PLM (Pulse Length
Modulation) converter to produce a train of pulses at its output. By using a
low-order LPF the analog signal is obtained. A digital sync circuit is
inserted between the DAC and the digital filter to prevent jitter of the digital
signal.

Compared with conventional D/A converters the high density linear
converter provides highly accurate D/A conversion with improved dynamic
range and extremely low harmonic distortion.

CXD-1244 am; PULSE D/A CONVERTER ( CXD-2552 )
CXD-2551 {18
45 bt or 16 bR SONY EXTENDED PLM TYPE
DIGITAL ANALOGUE
NOISE SHAPING [—0—1| NOISE SHAPING TYPE PULSE —<>—|El—o
AUDIO DATA DIGITAL FLTER NOISE SHAPER CONVERTER SIGNAL
1 : =
SYSTEM CLOCK <—— | DRECT DIGMAL SYNG
MASTER CLOCK
QUARTZ
OSCILLATOR

Figure 12.16 Single bit pulse D/A converter



13

Outline

The advantages of digital techniques were first realized in the field of
magnetic recording. Analog magnetic recording creates significant deteri-
oration of the original sound: using analog techniques, for example, it is
difficult to obtain a flat frequency responce at all signal levels. Further,
signal-to-noise ratio is limited to some 70 dB, the sound is deteriorated by
speed variations of the recorder mechanism, there exist crosstalk and print-
through problems, and any additional copying deteriorates the character-
istics even further. In addition to this, to keep the equipment within close
specifications, as required in a professional environment, frequent and costly
realignment and maintenance are required.

Digital magnetic recording, on the other hand, virtually solves all of these
drawbacks. Recording of digital data, however, presents some specific
problems:

® required bandwidth is increased dramatically compared to the original
signal

@ specific codes must be used for recording (in contrast to the simple data
codes mentioned before)

@ crror-correction data must be recorded

@ synchronization of the recorded data stream is necessary to allow for
reconstruction of the recorded words

@ in contrast to analog recordings, editing is very complicated and requires
complex circuits. For tape-cut editing, common practice in the analog
recording field, a very strong error-correction scheme together with inter-
leaving are needed. Even then, very careful handling is a must; for
instance, the tape cannot be touched with bare fingers.

Several different techniques have been developed, outlined in the follow-
ing chapters.
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PCM Adapters According to EIAJ

PCM adapters or processors convert the audio information into a pseudo-
video signal for subsequent recording on a video recorder. The EIAJ
standard was basically established as a format for consumer applications. The
basic specifications of the EIAJ standard are listed in Table 14.1.

Sony processors such as the PCM-F1, PCM-701ES and PCM-501ES also
have a 16-bit recording mode and have become very popular in the profes-
sional recording field. 16-bit mode recordings can be played back on either
16-bit or 14-bit machines. The PCM-F1 for instance has the following
specification:

Frequency response:  10—20,000 Hz = 0.5dB
Dynamic range: >86 dB (14-bit mode)
>90 dB (16-bit mode)
Harmonic distortion:  <0.007% (14-bit mode)
<0.005% (16-bit mode)
Wow and flutter: Unmeasurable

The EIAJ format’s error-correction system is called b-adjacent coding, a
system which adds two error-correction words, called P and Q, to six data
words. In the 16-bit mode the Q word is not used, and the space available is
taken by the extra bits of the signal information. Therefore, the error-correc-
tion capability of the 16-bit format is slightly inferior to the 14-bit format. In
practice, however, as a good concealment system takes care of possible
uncorrected errors to the same extent as in the 14-bit mode, this is of no real
consequence. A comparison of error-correction capabilities of EIAJ format
processors and the PCM-F1 16-bit mode is given in Table 14.2. Time corre-
sponding to a horizontal video line is given the symbol, H.
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Table 14.1 F/AJ specification for digital audio tape recorders

[tem Specification
Number of channels 2 (CH-1 = left, CH-2 = right)
Number of bits 14 bits/word
Quantization linear
Digital code 2's complement
Modulation non-return to zero
Sampling frequency 44.056 kHz (NTSC)/44.1 kHz (PAL)
Bit transmission rate 2.634 x 10° bits~' (NTSC)/

2.625 x 108 bit s~ ' (PAL)

Video signal NTSC standard/PAL standard

Table 14.2 Error-correction capabilities of EIAJ and PCM-F1 format audio
digital tape recorders

Error- Error- Range of
correction| correction |compensation|Muting
word capability |(concealment)|condition
EIAJ 14-bit format|P, Q Burst error |32H-95H Burst error
less than more than
32H 95H
PCM-F1 16-bit P only Burst error | 16H-95H Burst error
format less than more than
16H 95H

A/D Conversion

The EIAJ format specifies a 14-bit linear conversion system which allows a
theoretical dynamic range of 86 dB. Pre-emphasis can be applied, with turn-
over frequencies of 3.18 kHz and 10.6kHz (i.e., the same as in the CD
format). Characteristics of the EIAJ format pre-emphasis and de-emphasis
are shown in Figure 14.1.

When a recording is made with pre-emphasis switched in, a control signal
on the tape records this fact. During playback, switching of the de-emphasis
circuit then occurs automatically.

The control signal also, among other things, contains a ‘copy protect’ bit
which, when set, prevents copies being made of a recording.
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0 Pre-emphasis

+6dB/oct

Frequency response [d8] -5

{
-0 De-emphasis :
|
r 38(50ps) | 106015p5)
! 1 # 1 Ps L P ‘ L '15
i 2 4 8 6 20
Frequency (kHz]

Figure 14.1 £/AJ format pre-emphasis and de-emphasis characteristics

Encoding System

The processor samples the left (L) and right (R} audio channels alternately
and, after undergoing A/D conversion, data are fed to six input terminals of
the encoder, in the sequence shown in Figure 14.2.

Two error-correction words P and Q are generated with an exclusive-or
operation and a matrix operation. Then, the input data, together with the
derived P and Q words, are interleaved by using time delays formed by RAM
memory stages. The delays are in multiples of a horizontal video line time H,
and one word is encoded through each input terminal of the encoder in time
H.

Starting at time OH, consider input word LO. As this word undergoes no
delay, it appears at time OH at the output A. Input word R0, on the other
hand, will not appear at the output until time 16H. Hence during the time OH
to 15H, data line A comprises the sequence of words:

LOL3L6L9LI12LI1S...L45

while nothing comes out of the other lines.
At time 16H, line B starts to output data. Hence the data at lines A and B
is:

Line A 148
LineB RO

Still, nothing comes out from the other lines.
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Input Delay RAM Output
L3 LOO o A
R3 RO O - 16H O B
L4 L1O— 9- - 32H C
R4 R10O | 48H o D
L5 L20 - 64H O E
RS R20—¢ =  80H O F
: j > P
- 96H S 4 G
¢ —
112H O H
A
YYIYYIY Y EREE
5 Q
Matrix Operation ] CRCC Code |[™
Circuit Generator |—© |

Figure 14.2 Encoding system for a digital audio tape recorder

B-adjacent code generator
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Similarly, at time 32H, line C starts to output data and we have the
following:

Line A L96
LineB R48
LineC L1

In general, for nH, data outputs at lines A, B and C are as follows:

Line A L;in
LineB R;(n—16)
LineC L;(n—32)+1

As the process continues, the output data at lines A—H are as shown in Figure
14.3. Note that after this operation, RO instead of L0 is paired with L48.
Similarly, R1, R2 are paired with .49 and L50 respectively.

When data are recorded on the magnetic tape in this way, errors due to
dropouts are effectively avoided. Even when a large dropout occurs and

Line A Line B
L48 RO
At Time = 16H
A B Cc
L96 | R4s l L1
At Time = 32H
A B Cc D

L144 R96 L49 R1

At Time = 48H
A B c D E F
| L240 [R192 | L14s | Ro7 | Ls0 | Rz |
At Time = 80H
A B c D E F G H I

[ L336 IR288 [ L241 l R193 l L14GI R98 l P48 I SO ICRCC]
At Time = 112H

Figure 14.3 Output data from the encoder, at various times
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® 14-Bit EIAJ Standard Format ® 16-Bit Format (PCM-F1)
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Figure 14.4 Interleaving formats of EIAJ and PCM-F 1 systems

significant numbers of data words are lost, the spread of words over a wide
area due to interleaving means that many words will still be available. Error
correction can be applied in most cases of dropout.

Figure 14.4 shows the interleave formats of the EIAJ 14-bit system and the
PCM-F1 16-bit system. In the 16-bit format, Q error correction words are not
used. Instead, S words, which contain bits 15 and 16 of six data words and
their corresponding P word, are recorded.

A significant amount of redundancy is incorporated into the data signal to
ensure error detection and correction. As a percentage, redundancy is
calculated as the ratio of the number of error-correction bits to the number of
audio bits plus error-correction bits:

a) 14-bit mode
There are 6x 14 = 84 audio data bits and (2x 14)+16 = 44 error
correction and detection bits, so redundancy R, is:

44 44
Tared C1m o oHr

b) 16-bit mode
There are 6 X 16 = 96 data bits and 14 + 16 = 30 error correction and
detection bits, so redundancy R, is:

30 30
30+96 126 23.8%

of each data block
will be'stored in SO.
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After interleaving, the CRCC (cyclic redundancy check code) error-
detection word is added to complete one data block. Then, the whole data
block is turned into a video signal prior to recording. During playback,
de-interleaving is applied to recreate the original data.

Video Format

The encoded data signals are modulated on a pseudo-video signal. One frame
of a PAL video signal has 625 lines, comprising two fields of 312.5 lines each.
NTSC video signals have a 525-line frame, with fields of 262.5 lines. Each
field is preceded by vertical synchronization pulses, while each line is
preceded by a horizontal sync pulse.

Format in one field

At field level, the data are coded as shown in Figure 14.5a, where the data
lines are preceded with one line that contains a control word C.
This control word is illustrated in Figure 14.5b, and comprises:

a) cueing signal: a repetition of fourteen ‘1100’ signals for detection purposes
b) ID: content identification, normally not used

¢) address: not used

d) control: only the last four bits have been defined, as listed in Table 14.3
e) CRCC: a 16-bit error word on all the preceding data

o] DATA

245 H (NTSC) BACK PORCH
294 ( PAL)

M S ———

VERTICAL SYNC
AND EQUALIZING PULSES

262.5 H ( NTSC)
3125 H (PAL)

H ONE LINE PER PERIOD

C CONTROL WORD

CUEING SIGNAL D ADDRESS CTL CRCC
14 28 14 16
128 bits

Figure 14.5 Video format ofencoded data (a)in each field (b} the contro/word C
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Table 14.3 Allocated control bits of the control word C

BIT MEANING CODE

11 Copy-prohibiting 0 = none
12 P-correction identification 0 = present
13 Q-correction identification 0 = present
14 Pre-emphasis identification 0 = present

Format in one line

One horizontal line, shown in Figure 14.6, comprises 168 bits, 128 bits of
which are data bits. This means that the PAL data rate is:

168

———— =2.625x 10°bits™!

64 us
and data rate in NTSC is:

168

— = 2.643 x 10° bit s~

63.6us

Data synchronizing signal White level reference signal
ya
§ r r_/ Data /
H T ':12 “
= 3o
_g. 2 U I ™ Pedestal level _-I l
4 128 bits 3
16 8bits

Figure 14.6 Video format as number of bits in a line

Basic Circuitry of a PCM Processor

A block diagram of a PCM processor, such as the Sony PCM-F1, is given in
Figure 14.7, and comprises:

@ a recording circuit (A), which receives the analog audio input signals and,
after processing, outputs a pseudo-video signal for recording using a
standard video recorder

@ a playback circuit (B), which receives the played back video signal from
the video recorder and outputs, after processing, the reconstructed analog
audio signal

@ a support circuit (C), which provides the necessary timing and control
signals for both processing circuits.
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Figure 14.7 Block diagram of a PCM processor system
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Figure 14.8 /nput stage of the recording circuit

The Recording Circuit

Input circuit

A block diagram of the input stage of the recording circuit is shown in Figure
14.8, where the analog audio input signals are fed through an anti-aliasing,
low-pass filter (LPF) which limits the bandwidth of the signal to half the
sampling frequency.

These audio signals, analog and continuous in time, are transformed in the

sample and hold (S/H) into analog signals which are discrete in time.

The analog-to-digital converter (A/D) converts the analog signals into

digital ones (discrete in value and in time).

The parallel output signals are converted into a serial bit stream by a
parallel to serial (P/S) circuit and both channels are combined in a multi-
plexer (MUX) which outputs a serial digital data bit stream.
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The signal processor

Figure 14.9 shows a block diagram of the signal processing stage of the
recording circuit.

An error-protection circuit calculates an error-detection and correction
word based upon the information contained in the input signal. Error-
detection and corrections words are inserted at regular intervals, into the
signal, giving a measure of protection against single-bit errors.

To protect the information against burst errors (caused by, say, tape
drop-out), the signal is interleaved. This effectively converts burst errors into
single-bit errors which can be corrected.

A time base corrector (TBC) compresses the signal in time, so that it
matches the characteristics of a standard video signal. Frequently, a RAM
arranged as a first-in-first-out (FIFO) buffer is used as a TBC.

A digital-to-video converter (DVC) finally adds the necessary horizontal
and vertical synchronization signals and outputs a pseudo-video signal which
can be recorded using a video recorder.

DIGITAL INPUT ERROR

NTERLEAVE
PROTECTION TBC D/v

FROM MUX

VIDEO OUT

-

Figure 14.9 Signal processing stage of the recording circuit

The Playback Circuit

The signal processor

A block diagram of the signal processing stage of the playback circuit is
shown in Figure 14.10, where a video-to-digital converter (V/D) isolates the
digital data from the horizontal and vertical synchronization signals.

A time base corrector (TBC) like that of the recording circuit; a FIFO
buffer, receives the input signals. The horizontal synchronization signal is
used as a clock signal for reading in the digital data while the processor’s

ERROR DIGITAL OUT

- —
——] Vv/D - TBC DEINTERLEAVE CORREGTION

Figure 14.10 Signal processing stage of the playback circuit
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system clock (crystal controlled) controls data output. The TBC serves two
main purposes:

1 removal of possible remaining jitter on the input signals, caused by
unstable video recorder playback
2 time expansion of the video signal into a continuous data stream.

A de-interleave circuit rearranges the data bits into their correct sequence,
at the same time converting possible burst errors into single-bit errors.

An error-correction circuit uses the redundant information, added to the
signal in the error-protection circuit as recording, to detect and correct
single-bit errors. A burst error exceeding the correction capability of the
system will be concealed (by interpolation, previous word hold or simple
muting means).

Output of this stage is a digital serial data stream, ready to be converted
into analog.

The output stage

The output stage of the playback circuit is shown in a block diagram in Figure
14.11.

A demultiplexer (DEMUX) separates the digital input signal into left and
right channels. A serial to parallel converter (S/P) combines the serial data
bits into parallel data words which are then converted into analog signals by a
digital-to-analog converter (D/A). Output of the D/A converter is a pulse
amplitude modulated (PAM) signal.

An aperture control circuit (AC), a sample and hold, removes glitches
from the signal and corrects frequency response.

A low-pass filter (LPF) performs final reconstruction by removing images
from the audio signal (for this reason, this type of filter is sometimes referred
to as an anti-imaging filter).

AUDIO OUT

I——— s/pP D/A AC LPF —
L

DIGITAL IN

—

DEMUX

| AUDIO OUT

R

Figure 14.11 Output stage of the playback circuit
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PCM-1600/1610 Format

In professional recording studios, the PCM-1600/1610 format appears to be
the de facto standard for compact disc mastering, as virtually all compact
discs are mastered on either PCM-1610 or PCM-1630 processors. The format
was established as a two-channel studio recording standard with extremely
strong error-correction capabilities to enable electronic editing.

Basically, a professional PCM processor, such as the PCM-1610, has the
same principles of operation as an EIAJ processor. There are, however,
differences in the error-correction techniques used. Table 15.1 summarizes
the miain points of the PCM-1600/1610 format.

Encoding Scheme

The error-correction system adopted in the PCM-1600/1610 format was
developed by Sony and is called ‘crossword code’. In the crossword system,
error-correction and detection words are added as shown in Figure 15.1,

Table 15.1 PCM-1600/ 1610 format specification

Item Specification

Number of channels 2(CH-1 = left, CH-2 = right)

Number of bits 16 bits/word (per channel)
Quantization linear
Digital code 2’'s complement

Sampling frequency 44.056 kHz or 44.1 kHz
Bit transmission rate 3.5795 0or 3.56831 x 108 bits™'
Video signal NTSC standard




1LINE | RI [L2 | R3 | C1 I L4 RS | L6 ] C4 | R7 ]| LB|RY[CT L100jR101} L 102 C100|R103[L104[ R105)C103
2 LINE |[P1 |P2 | P3| C3|Pa)pPs | Pe|C6|P7|PB|PY | CY P100[P101] P102]C102|P103[P104|P105|C105
JLINE (L1 R L3 JC2{RA| LS| RE| C5|L7|RB[LY}CB R100[L101| R102{C101{L103[R104|L105]C104

184 Digital Audio Recording Systems

R1 L2 | R3 | C1

P1 P2 | P3 | C3

L1 R2 | L3 | C2

Figure 15.1 //lustration of the crossword code error-detection system

where a block of six audio data words (three left channel words and three
right channel words) is linked with three parity words and three CRCC

words.
The parity words are generated by an exclusive OR function performed on

the left and right channel words, where

Pn = Ln+Rn

The CRCC words are generated by the polynomial:
X+ X2+X +1

1 1st BLOCK | _ 2nd BLOCK | 3rd BLOCK | 1 34th BLOCK | 35th BLOCK |
I ¥ i} Lo I 1

Pn = Rn + Ln C = CRCC 1 INTERLEAVE = 35H

Figure 15.2 Interleaving data prior to recording

As a basic block consists of six audio words, and six error-correction and
detection words, redundancy is 50%.

Figure 15.2 shows how data are then interleaved. A total of 420 interleaved
words, i.e., 105 L-data words, 105 R-data words, 105 P-data words and 105
CRCC words make one interleave, recorded as 35 horizontal lines. A
complete video field therefore stores some seven interleaves (i.e., 245 data
lines).

Video Format

The format of one video line is shown in Figure 15.3. This corresponds to the
first 12 words of line 1 of Figure 15.2. As a complete interleave takes 35 video
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193 BITS
{r1]L2]ra]ct|L4]rs]Le]ca] [Rr]La]Re]c7] L10
T i
16
H-SYNC. SKEW BT H-SYNC.

Figure 15.3 Format of a single video line

L] |
b= 1 INTERLEAVE |
L e M angn Y U 34th ﬁu,, 35th H U—,
SKEM il n_ W N Nl

BIT

The sampling frequency is 44.1 kHz
when this date skew bit is low.

1EMPHASIS is on when this date bit is
ow.

Figure 15.4 Showing a complete video interleave of data, along with skew bits

Table 15.2 Settings and meanings of the two skew bits

Skew bit Skew bit Sampling Emphasis
(1st line) (2nd line) frequency ON/OFF
(kHz)
0 0 441 ON
0 1 44.056 ON
1 0 441 OFF
1 1 44.056 OFF

lines, the first 12 words of line 2 of Figure 15.2 will be written in the 36th line
following that shown in Figure 15.3, and so on.

The 129th bit of each horizontal line is a skew bit, used to contain data
regarding sampling frequency and emphasis. The skew bit of the first and
second horizontal lines is set as shown in Table 15.2; the skew bits of the other
horizontal lines are always 1. Use of the skew bit is illustrated in Figure 15.4,
where signals corresponding to a complete interleave are shown.
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Video 8 PCM-Format

In 1985, a new consumer video format was launched, called Video 8. Sony
expects this format to replace gradually the older Betamax and VHS con-
sumer video formats. The video 8 format uses a much smaller cassette than
older video formats, enabling construction of very small video recorders.
Almost all major manufacturers in the field of consumer electronics are
supporting this new format.

Audio information can be recorded on Video 8 recorders as either an FM
signal, along with the picture, or as a PCM signal written in a section of the
tape where no picture information is recorded. In some recorders, however,
PCM data can be recorded in the video area, instead of the picture signal. By
doing this, six channels of high-quality audio can be recorded on a tape.

The specification of the Video 8 PCM standard is summarized in Table
16.1.

A/D-D/A Conversion

As only 8 bits per channel are used, audio characteristics would be poor if
special measures were not taken. These measures include:

@ audio compression and expansion for noise-reduction purposes
@ 10-bit sampling
@ non-linear quantization by 10-bit to 8-bit compression and expansion

and are illustrated, in a block diagram, in Figure 16.1. Characteristic of the
noise-reduction (NR) system is shown in Figure 16.2, while Figure 16.3 shows
the characteristic of the non-linear encoder. The upper limit of the frequency
response of the system is limited to a maximum of 15,625 Hz, i.e., half of the
sampling frequency of 31,250 Hz.



Photo 16.1 Video 8 cassette

Video 8 PCM-Format

Table 16.1 Specification of Video 8 format

187

Item

Specification

Number of channels
Number of bits
Quantization

Digital code
Modulation
Sampling frequency

Bit transmission rate
Video signal
Number of PCM tracks

3 (CH-1 = left, CH-2 = right)

8 bits/word

linear

2's complement

bi-phase (FSK) 2.9 MHz, 5.8 MHz
31,250 kHz (PAL)/

31,468.53 Hz (NTSC)

5.8x 10 bits™’

PAL/NTSC

6
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0]
AUDIO NR A/D
INPUT (compressor) (10 bits)
2
gggégzsm PCM SIGNAL
(10 >8 bits) PROCESSOR

Figure 16.1 B/ock diagram of Video 8 signal processing

NR input level
—8dBs .
F input level —18 freference level)

(reference) ; 5.3dB/ 14kH2 '

—18d8s

(dBs) ~19 -50 -30 ¢ -10

r_ !
' -10
=g eyt

reference

0.3d8/1kHz

-30
&_/‘ -50
output level

> ~70 (dBs)

100

M 10k (H}  _w frequency

Figure 16.2 Noise reduction system characteristic

With these measures, typical audio characteristics of Video 8 PCM audio
recordings are:

® frequency response: 20-15,000 Hz
@ dynamic range: more than 88 dB
@ sampling frequency: 31.5kHz

@ quantization: 8-bit non-linear

® wow and flutter: less than 0.005%

Description of the Format

One track on the section of tape used to record PCM audio information holds
157 blocks of data for a PAL machine, 132 blocks for an NTSC machine.
Each block contains eight 8-bit data words, two 8-bit parity words (P and Q),
one 16-bit error-detection word, one 8-bit address word, and three sync bits.
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Output 8 bits
ﬁl
F—-F—-"-"—-"-""—-"—-""—"—-"—-"—-"—"—-""—"~"—""——_————— — == ==
04 ————— —— —— ———— — —— — '
) l
1 |
i |
a0~ - = | !
16l | l I
1 1 | |, ‘nput
16 64 320 S1t 10 bits
fa) 10-8 bit conversion graph
Y=X (0=X<16)
Y=[X2]+8 6= X<64) Encode law Input data { Output data
Y=|X/4}+24 (635 X<320) {0hits —= {0bits 0—13 0—13
Y=|X/8]+63 (GO=XZ5IN 10bits —=9hits 16—63 16—39
X: Input absolute value 10bits —=Rbits nd—31y J0—103
Y: Output absolute value 10bits—7bits 320—=511 4—127
{b) Conversion algorithm fc)

Figure 16.3 Non-linear encoder characteristic

So one block comprises 107 bits and each track comprises 16,799 bits in PAL
mode, 14,017 bits in NTSC mode.

Error-correction and detection words are added as shown in Figure 16.4.

The error-correction code adopted for Video 8 PCM 1s a modified cross-
interleaved code (MCIC) in which the code is composed of blocks which are
related to the video fields. The version used is called improved MCIC, in
which ICIC, the initial value, necessary for parity calculation, can be any
value and has numerous applications, such as identification words.

As eight audio data words are combined with two parity words, the Video 8
system is often called an 8w-2p coding system. A CRCC word is also added as
an error detector.

In encoding, the sequence can be expressed as follows:

P - parity

P(n) = Q(n+D)+ ) W, ,(n+iD)
i=2
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PCM

@ Expansion

RF SW PULSE
PCM

About 2.9 B8

(Equivalent to 30°) 155 I_JO_.Z_"HM margin
0123weee 154 156

o video

1
Pre=Amble Post Ambla
(5.8MHL} (5.8MHz)

Single tone
Address: Indicates the order

of data from 0 -to 156 .
Sync

0 WO WI w2 w) P W4 W5 W6 W7 CRC ~crror~detection code

lieLlslelele sfefefe]e] s |

3-bit signal indicating The PCM data is indicated
the beginning of a block. by WO through W7.
This illustrates an example
of expanded 8 bits.

¢= This is written in the tape.

00 t 1101 O

—=_ ||

]

Figure 16.4 Error-correction encoding prior to recording

Q - parity sequence

Q(n+D) =P(n+d)+ ) Wi ,[n+i(D-d)+d]

i=2

where n is the block number (0 < n < 157 for PAL recordings, and 0 < n < 132
for NTSC), D is the delay of the P parity sequence which converts a burst
error into random errors (17 for PAL, 1514 for NTSC) and d is the Q parity
sequence delay behind the P parity sequence (3 for PAL and 32 for NTSC).
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BLOCK 1 ~+—— 157 BLOCKS IN TOTAL

SYRCKRONTZAT|ON CODE_

ADDRESS CODE

wo
wi [
w2
w3

|

wa
ws [
W6
w7

o

CRC CODE

Figure 16.5 Data interleaving in Video 8 PCM

The error-detection code is a 16-bit CRCC and its polynomial is given by:
gX) = X"4+X2+X+1

In decoding, the pointer method is used, which corrects an erroneous word
using a pointer flag.
The redundancy of the Video 8 format is as follows:

there are 8 X 8 = 64 audio data bits and,
(2x8)+16 = 32 error-correction and detection bits, plus
1x8 = 8 address bits

so, redundancy R, is:

32+8

Nisrer 8%

Words are interleaved onto the PCM section of tape as shown in Figure
16.5.
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Digital Audio Tape (DAT) Format

Although digital audio processors have been developed and used for many
years, using conventional video recorders to store high-quality audio infor-
mation, it is inevitable that some form of tape mechanism be required to do
the job in a more compact way. Two main formats have been specified.

The first format, known as rotary head, digital audio tape (R-DAT), is
based on the same rotary head principle as a video recorder, and so has the
same limitations in portability. The second format, known as stationary head,
digital audio tape (S-DAT), is currently in development and will use a
stationary head technique mechanically similar to analog audio recorders.

Photo 17.1 DAT mechanism
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Video

Important position

relation

head

Erasure head
(a)
For Beta and VHS systems For 8 mm VTR For DAT
Figure 17.1
R-DAT

One important difference between standard video recorder and R-DAT
techniques is that in a video recorder the recorded signal is continuous; two
heads on the drum make contact with the tape for 180° each (i.e., the system
is said to have a 180° wrap angle, as shown in Figure 17.1a), or 221° each (a
221° wrap angle, as in Figure 17.1b). In the R-DAT system, where the digital
audio signal is time-compressed meaning that the heads only need to make
contact with the tape for a smaller proportion of the time (actually 50%), a
smaller wrap angle may be used (90° —as shown in Figure 17.1c¢).

This means only a short length of tape is in contact with the drum at any one
time. Tape damage is consequently reduced, and only a low tape tension is
necessary with resultant increase in head life.

The R-DAT standard specifies three sampling frequencies:

® 48 kHz; this frequency is mandatory and is used for recording and
playback.

@ 44.1 kHz; this frequency, which is the same as for CD, is used for playback
of pre-recorded tapes only.

® 32 kHz; this frequency is optional and three modes are provided.

® 32 kHz has been selected as it corresponds with the broadcast standard.

Quantization:

@ A 16-bit linear quantization is the standard for all three sampling rates.

@ A 12-bit non-linear quantization is provided for special applications such
as long play mode at reduced drum speed, 1000 rpm (-mode III) and
U-channel applications.

Figure 17.2 shows a simplified R-DAT track pattern.
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Tape transport direction Optional track 1

Q,/i <mmm

o & }\g/}\ /Track guard

20°

h
Rotary head

movement Plus azimuth e

oo

Minus azimuth a

\\ Track guard

Tape reference edge Optional track II

Figure 17.2 Simplified R-DAT track pattern

SRS T
width Tv;////7 ///// o
VAT

Track Pitch Tp = 13.6um
Head Width Tw = 1.5Tp

Track Pattern

Figure 17.3 Overwrite recording is used to ensure each track is as narrow as
possible and no guard-band is required

The standard track width is 13.591 um, the track length is 23.5mm, the
linear tape speed is 8.1mms '. The tape speed of the analog compact
cassette (TM) is 47.6mms '. This results in a packing density of
114 Mbitss™' m~2. See Table 17.1.

The R-DAT format specifies a track width of only 13.6 um, but the head
width is about 1.5 times this value, around 20 um. A procedure known as
overwrite recording is used, where one head partially records over the track
recorded by the previous head, illustrated in Figure 17.3. This means that as
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Table 17.2

120 3 ia 5 6 1 8 9 1o§ 1n ii2 13214 15| 16
i (SUB): ; : {PCM) : | (SuB)

*Angle  Number of Time
Frequency (deg) blocks (us)
1 MARGIN 1/2 fen 5.051 11 420.9
2 PLL(SUB) 1/2 fen 0.918 2 76.5
3 SUB-1 3.673 8 306.1
4 POST AMBLE 1/2 fen 0.459 1 38.3
5 IBG 1/6 fen 1.378 3 114.8
6 ATF 2.296 5 191.3
7 1BG 1/6 fen 1.378 3 114.8
8 PLL (PCM) 1/2 fen 0.918 2 76.5
9 PCM 58.776 128 4898.0
10 IBG 1/6 fen 1.378 3 114.8
11 ATF 2.296 5 191.3
12 IBG 1/6 fen 1.378 3 114.8
13 PLL(SUB) 1/2 fen 0.918 2 76.5
14 SUB-2 3.673 8 306.1
15 POST AMBLE 1/2 fen 0.459 1 38.3
16 MARGIN 1/2 fen 5.051 11 420.9
Total 90 196 7500

Recording density 61.0 Kbitin™'
fo+ 9.408 MHz
*Values for 30 mm diameter, 90° wrap angle, 2000 rpm cylinder

much tape as possible is used — rotating head recorders without this overwrite
record facility must leave a guardband between each track on the tape.
Because of this, recorders using overwrite recording techniques are some-
times known as guard-bandless. To prevent crosstalk on playback (as each
head is wide enough to pick up all of its own track and half of the next), the
heads are set at azimuth angles of +20°. This enables, as will be explained
later, automatic track following (ATF).

These overwrite record and head azimuth techniques are fairly standard
approaches to rotating head video recording, and are used specifically to
increase the recording density.

Figure 17.4 shows the R-DAT track format on the tape, while Table 17.2
shows the track contents. Table 17.2 lists each part of a track and gives the
recording angle, recording period and number of blocks allocated to each
part. Frequencies of these blocks which are not of a digital-data form are also
listed.



Digital Audio Tape (DAT) Format 197

Optional track I

Track guard

PLL + subcode 4.6°%2

PLL+PCM 60°

PCM width 2.6lmm

+0

Tape width 3.81—0.02mn

Track guard

Optional track II

6° 22' 59.5"\\

As specified in the standard, a head drum with 30 mm diameter is applied
and rotates at a 2000 rpm speed. However, in future applications smaller
drums with appropriate speeds can be used. At this size and speed, the drum
has a resistance to external disturbances similar to that of a gyroscope.

Under these conditions, the 2.46 Mbit s™' signal to be recorded, which
includes audio as well as many other types of data, is compressed by a factor
of 3 and processed at 7.5 Mbit s™'. This enables the signal to be recorded
continuously.

Figure 17.4 R-DAT tape track format

In order to overcome the well-known low frequency problems of coupling
transformers in the record/playback head, an 8/10 modulation channel code
converts the 8-bit signals to 10-bit signals.

This channel coding also gives the benefit of reducing the range of wave
lengths to be recorded. The resultant maximum wave length is only four
times the minimum wave length. This allows overwriting, eliminating the
need for a separate erase head.

The track outline is given in Figure 17.4. Each helical track is divided into
seven areas, separated by interblock gaps. As can be seen, each track has one
PCM area, containing the modulated digital information (audio data and
error codes), and is 128 blocks of 288 bits long. Table 17.2 lists all track parts
of a track.

The PCM area is separated from the other areas by an IBG (inter-block
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Table 17.3 PCM area format

Sub-data Sub-data
area 1 Main data area (PCM) area 2
8 blocks 128 blocks (8 x 16 blocks) 8 blocks
Main 1D Main 1D | yain gata
Sync parity
Sync 8bit 8bit 8bit 32 symbols
wi w2 M parity | Main data
B7|B6|B5|B4|B3 B2 (B1| BO |B7|B6|B5|B4| B3| B2|B1{ B0 M parity Main data
Format Block address
Sync D ID1 | Frame address | 0 (000000) M parity | Main data
Sync 0 Blmgg:?” M panty | Main data
Syne | D2 | ID3 | Frame address | 0 B";fx"x;gfg‘)’“ M parlty | Main data
Sync 0 Blmg%ass M parity | Main data
BI d
Sync | ID4 | ID5 | Frame address| 0 foerobe M parlty | Main data
Biock
Sync 0 (mafg:;” M party | Maln data
Sync | D6 | ID7 | Frame address | 0 B'm",’%;’“ M party | Main data
Block addr
Sync 0 (mx"”oss M parlty Main data
MSB LSB MSB LSB

gap), 3 blocks long. At both sides of the PCM area, two ATF areas are
inserted, each S blocks long.

Again, an IBG block is inserted at both ends of the track separating the
ATF areas from the sub-1 and sub-2 areas (subcode areas), each 8 blocks
long. These subareas contain all the information on time code, tape contents,
etc.

Then at both track ends a margin block is inserted, 11 blocks long, and is
used to cover tolerances in the tape mechanism and head position.

A single track comprises 196 blocks of data, of which the major part is
made up of 128 blocks of PCM data. Other important parts are the subcode
blocks (sub-1 and sub-2, containing system data, similar to the CD subcode
data), automatic track-finding (ATF) signals (to allow high-speed search),
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Table 17.4 Bit assignment of |D-codes

Usage Bit assignment
ID1 Emphasis B5 B4
0 0: Off
0 1: 50/15 usec
ID2 Sampling frequency B7 B6
0 0: 48kHz
0 1. 441kHz
0 1. 32kHz
ID3 Number of channel B5 B4
0: 2 channels
1: 4 channels
ID4 Quantization B7 B6
0 0: 16 bits linear
0 1: 12 bits non linear
ID5 Track pitch B5 B4
0 O0: Permitted
1 0: Prohibited
1 1. permitted only for the first
generation
ID7 Pack B5 B4: Pack contents

and the inter-block gaps around the ATF signals (which means that the PCM
and subcode information can be overwritten independently without inter-
ference to surrounding areas). Parts are recorded successively along the
track.

The PCM area format is shown in Table 17.3. PCM and subcode parts
comprise similar data blocks, shown in Figure 17.5. Each block is 288 bits
long.

Each block comprises 8 synchronization bits, the identification word (W1,
8 bit), the block address word (W2, 8 bit), 8-bit parity word and 256 bits (32 x
8-bit symbol) data. The ID-code W1 contains control signals related to the
main data. Table 17.4 shows the bit assignment of the ID codes. The W2
contains the block address. The MSB (most significant bit) of the W2 word
defines whether the data block is of PCM or subcode form. Where the MSB is
zero, the block consists of PCM audio data, and the remainder of word W2,
i.e., seven bits, gives the block address within the track. The 7 bits therefore
identify the absolute block address (as 27 is 128).
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1 Block = 288 bit
! !
SYNC [ ID code Block Parity Data (PCM data + parity)
address
8 bit 8 bit 8 bit 8 bit 256 bit(32symbol)
w1 w2 P
Parity : P=W1 ©& W2 (& : MOD 2)
Block address : Corresponds to the PCM data block. The
MSB bit indicates an ID bit (subcode or PCM data).
MSB LSB
n I ‘ | : PCM block (block address = 7 bits)

Figure 17.5 PCM and subcode data blocks

1 Block = 288 bit

I ! '
SYNC | Subcode ID Block Parity Data (subcode data + parity)
address
&
subcode ID
8 bit| 8 bit 8 bit 8 bit 256 bit(32symbol)
w1 we P

Parity : P=w1 @ W2 (@ : MOD 2)

Subcode ID Subcode ID Block address
1 1 1 1 1 1 1 1 1 1 1

MSB LSB | MSB LSB
W1 W2

—

Block address: Corresponds to the subcode block.

- Subcode ID ] | l L J : Block address = 4 bits
MSB

LSB

Figure 17.6 Subcode data blocks

On the other hand, when the MSB of word W2 is 1, the block is of subcode
form and data bits in the word are as shown in Figure 17.6, where a further 3
bits are used to extend the W1 word subcode identity code, and the four least
significant bits give the block address.
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The P-word, block parity, is used to check the validity of the W1 and W2
words and is calculated as follows:

P = W1(+)W2

where (+) signifies modulo-2 addition as explained in Appendix 1.

Automatic Track Following

In the R-DAT system, no control track is provided. In order to obtain correct
tracking during playback, a unique ATF signal is recorded along with the
digital data.

The ATF track pattern is illustrated in Figure 17.7. One data frame is
completed in two tracks and one ATF pattern completed in two frames (four
tracks). Each frame has an A and a B track. A tracks are recorded by the head
with +20° azimuth and B tracks are recorded by the head with —20° azimuth.

The ATF signal pattern is repeated over subsequent groups of four tracks.
The frequencies of the ATF-signals are listed in Figure 17.7. The key to the
operation lies in the fact that different frames hold different combinations
and lengths. Furthermore, the ATF operation is based upon the use of the
crosstalk signals, picked up by the wide head, which is 1.5 times the track
width, and the azimuth recording. This method is called the area divided
ATF.

A.TF. TRACK PATTERN
(VIEW ON MAGNETIC SENSITIVE SIDE)

Q f1 ¢ fch/72 (PILOT> 130.67KHz

fe ¢ fch/18 (SYNCD 522.67KHz
f3 ¢ fch/12 (SYNC2) 784.00KHz
fa + fch/6  (ERASE> 1.568KHz

fi1-f4 : duty cycle 50%
(Y + +AZIMUTH TRACK
B> 1 —AZIMUTH TRACK

EVEN FRAME ADDRESS TRACK
0.5 BLOCK SYNC

ODD FRAME ADDRESS TRACK
1 BLOCK SYNC

Figure 17.7 ATF-signal frequencies
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As shown in Figure 17.7, the ATF uses a pilot signal f;; sync signal 1, f,;
sync signal 2, f;; and erase signal, f,. When the head passes along the track in
the direction of the arrow (V-head) and detects an f, or f; signal, the adjacent
6 pilot signals f; on both sides are immediately compared, which results in a
correction of the tracking when necessary.

The f, and f; signals thus act as sync signals to start the ATF servo
operation.

The f; signal, a low frequency signal, i.e., 130.67 kHz, is used as low
frequency signals are not affected by the azimuth setting, so crosstalk can be
picked up and detected from both sides. The pilot signal f; is positioned so not
to overlap through the head scans across three successive tracks.

Error-Correction

As with any digital recording format, the error-detection and -correction
scheme is very important. [t must detect and correct the digital audio data, as
well as subcodes, ID codes and other auxiliary data.

Types of errors that must be corrected are burst errors: dropouts caused by
dust, scratches, and head clogging, and random errors: caused by crosstaik
from an adjacent track, traces of an imperfectly erased or overwritten signal,
or mechanical instability.

Error-correction strategy

In common with other digital audio systems, R-DAT uses a significant
amount of error-correction coding to allow error-free replay of recorded
information. The error-correction code used is a double-encoded Reed-
Solomon code.

These two Reed-Solomon codes produce C1 (32,28) and C2 (32,26) parity
symbols, which are calculated on Gg (2*) by the polynomiat:

g(x) = x*+x*+x°+x+1

Clisinterleaved on two neighbouring blocks, while C2 is interleaved on one
entire track of PCM data every 4 blocks. See Figure 17.8 for the interleaving
format.

In order to perform C1 = C2 decoding/encoding, one track worth of data
must be stored in memory.

One track contains 128 blocks consisting of 4096 (32 x 128) symbols. Of
these, 1184 symbols (512 symbols C1 parity and 672 symbols C2 parity) are
used for error correction, leaving 2912 data symbols (24 X 104).

In fact, C1 encoding adds 4 symbols of parity to the 28 data symbols: C1
(32,28); while C2 encoding adds 6 symbols of parity to every 26 PCM data
symbols: C2 (32, 26).
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Figure 17.8 £CC interleaving format

The main data allocation is shown in Figure 17.9.
This double-Reed-Solomon code gives the format a powerful correction

capability for random errors.

PCM data interleave

C2

203

In order to cope with burst errors, i.e., head clogging, tape dropouts, etc.,
PCM data is interleaved over two tracks called one frame, effectively turning
burst errors into random errors which are correctable using the Reed-
Solomon technique already described.

To interleave the PCM data, the contents of two tracks has first to be
processed in a memory. The memory size required for one PCM interleave
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Figure 17.9 Data allocation

block is: (128 x 32) symbols % 8 bit x 2 tracks = 65.536 bit, which means a
128 bit memory is required.

The symbols are interleaved, based on the following method, according to
the respective number of the audio data symbol. The interleaving format
depends on whether a 16-bit or 12-bit quantization is used. The interleave
format discussed here is for 16-bit quantization; the most important format.
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One 16-bit audio data word indicated as A, or B, is converted to two audio
data symbols each consisting of 8 bits. The audio data symbol converted from
the upper 8 bits of A, or B; is expressed as A;, or B,. The audio data symbol
converted from the lower 8 bits of A, or B, is expressed as A; or B;.

Audio data word MSB A, or B; ILSB

15(14 (1312|111 (10{9|8|7|6|5[4(3(2|1|0

Audio data symbol A, or B, A; or By

15114 (13 11211 10[ 9|8 |7|6]|5{41312|1][0

Note: A stands for left channel, B for right channel.

If the audio data symbol is equal to A, or Ay, leta = 0.
If the audio data symbol is equal to B;, or By, leta = 1.
If the audio data symbol is equal to A;, or By, let = 0.
If the audio data symbol is equal to A;; or By, letu = 1.

Table 17.5 a and b represents an example of the data assignment for both
tracks (+ azimuth and — azimuth) respectively, for 16-bit sampled data
words.

Subcode

The data subcode capacity is about four times that of a CD and various
applications will be available in the future. A subcode format which is
essentially the same as the CD subcode format is currently specified for
pre-recorded tapes.

The most important control bits, such as the sampling frequency bit and
copy inhibit bit, are recorded in the PCM-ID area, so it is impossible to
change these bits without rewriting the PCM data. As the PCM data is
protected by the main error-correction process, subcodes requiring a high
reliability are usefully stored here.

Data to allow fast accessing, programme number, time code, etc., are
recorded in subcode areas (sub-1 and sub-2) which are located at both ends of
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(1) Word Number and Interleaving Map
( Exindicates blank data = all "0".)

AZIMUTH

Interleaving on Tape

+LLo, L2, --- Luu] Q |R|, Ry --- Rusﬂ

}4—720 words——' I——720 words——{

== Rlu.] Q ]Lc, L;,---Lun]

--=- L322 l Q ]Rc, Rs,-—-Ruﬂ

words 4-1 I-—661 words‘>{

=== Reszz [ @ [ Ly, L3, - Losas |

+[ Lo, L2, --- Lese ] Q J Ry, R3, --- R.ﬂ

woro wo. 0 1ttt T 1438 1439
{Leh/Reh) ! —{— ot
CensRen | Ot [ ---wTerteave wmap----  Tiazs]1a39fii i 1455)
Fs = 48kHz (1440 words in one channel every rotation) 2000rpm [R n
16 bits, 2CH —LEe T
WORD NO. fmmmmmmmmmmmm oo 1321 1322 +[Lo, L2,
(Leh/Reh) i i —
Lehsren L0 11 | . Tr32i]rs22 |, f=— 662
Fs = 44.1kHz (1323 words in one channel every rotation) 2000rpm _[ Ro, Rz,
16 bits, 2CH
WORD  NO. ‘: 1& """""
{Lch/Reh) -
Lensren [ O] ! l“,f"" 1455] <
Fs = 32kHz (960 words in one channel every rotation) 2000rpm
16 bits, 2CH

|<—4Bl) words—>{

t‘—«l 80 words —>'

—[ Ro, Rz, —--Rsul Q IRc, Rs3, --- R-ﬂ

Q is a parity bit of code C2 and occupies
24 blocks out of 128 blocks.

Figure 17.10 PCM data interleave format

~8 BLOCK

SYNC

SUB-1ID

PARITY

YIIY AJvd

Cl1
R-S CODE

v
[
o x
O |
= —
128 BLOCK 8 BLOCK
SYNC SYNC
PCM-1ID AREA SuB-1ID
PARITY PARITY
v o
(ep] (ep]
= =
[l o
> (ep] >
par N |
= = o
- >
1 (ep]
w =~
O >
w (0] w o)
[y o [y m
x m x >
(ep] (ep]
o ()
o o
m m
Cl
C1 R-S CODE R-S CODE

Figure 17.11
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8 12 4,8, 256
f | T
BLK ADD
ABSOLUTE PROGRAM CATALOG
0DD | SYNC I BLK] P TiMe pack TIME PACK | TOC PACK ISRC
EvEn | sync | P.nO. {BLK | P
D f f f C1 PARITY
N1eack 7 (UNIT: BIT)

Figure 17.12 Subcode area format

1 PACK = 64 BIT

4 52 I 8
! 1

-
1

1

ITEM DATA AREA PARITY

Figure 17.13 PACK format

Table 17.6

Item Mode
0000 No information
0001 Programme time
0010 Absolute time
0011 Running time
0100 TOC

0101 Calendar

0110 Catalogue

0111 ISRC

1000

1110 Reserved

1111 For tape maker

the helical tracks. These subcode areas are identical. Figure 17.11 illustrates
the sub-1 and sub-2 areas, along with the PCM area containing subcode
information.

An example of the subcode area format is shown in Figure 17.12. Data are
recorded in a pack format.

Figure 17.13 shows the pack format, and the pack item codes are listed in
Table 17.6. All the CD-Q channel subcodes are available to be used.
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Each pack block comprises an item code of 4 bits, indicating what informa-
tion is stored in the pack data area. The item code 0100 indicates that the
related pack data is a TOC (table of contents) pack. This TOC is recorded
repeatedly throughout the tape. in order to allow high-speed access and
search (at 200 x normal speed). Every subcode datablock is controlled by an
8-bit C1 parity word allowing appropriate control of data validity.

Subcode data in the subarea can be rewritten or modified independently
from the PCM data.

Figure 17.14 shows an example of subcode information for pre-recorded
tape. The figure shows the use of different codes and pack data on a tape,
such as programme time, absolute time, programme number, etc.

Tape Duplication

High-speed duplication of R-DAT tapes can be done by using the magnetic
contact printing technique. In this method a master tape of the mirror type is
produced on a master tape recorder (Figure 17.15a).

The magnetic surfaces of the master tape and the copy tape are mounted in
contact with each other on a printing machine as shown in Figure 17.15b.

PRINTER SLAVE

MASTER TAPE RECORDER TAPE|

(MIRROR TYPE)

BiasHead

' MASTER

Pinch TAPE

Drum

(1) MASTER TAPE RECORDING (2) CONTACT PRINTING {3) SLAVE TAPE PLAYING

SLAVE TAPE PLAYER

Figure 17.15

By controlling the pressure of both tapes between pinch drum and bias
head, the magnetizing process is performed, applying a magnetic bias to the

contact area. Special tape and a special bias head are required (see Figures
17.16 and 17.17).

Cassette

The cassette is a completely sealed structure and measures 73 X 54 X 10.5 mm.
It weighs about 20 g. See Figure 17.18.
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Figure 17.16

Figure 17.17
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(Lid closed)

(Lid open)

Tape

Figure 17.18c
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Error Correction

Error correction is one of the most advanced areas in the entire field of digital
audio. It is purely because of error-correction techniques that reliable digital
recordings can be made, despite the frequent occurrence of tape dropouts.

In the next two sections, we are going to discuss the theory behind the
EIAJ format P, Q and CRC codes. Because of the special nature and the
complexity involved, a mathematical treatment of this topic is unavoidable.
However, every attempt has been made to pull all material together in a
concise and systematic manner. Examples are included to help you see the
situations more vividly. For your part, the only prerequisite in reading them
is some knowledge of matrix algebra.

P, Q and the cyclic redundancy check code

In Figure A1l.1, the P codes are generated by feeding the inputdata L, — R, to
an exclusive-or gate. Hence, we have:

P0=L0®R0®L1®R1®L2®R2... (1)
Pl = L3 @ R3 @ L4 @ R4® L5 @ R5
P,=L; ®R;, @ Lii1 ® Ry @ Layyz ® Ry,

The symbol ® (pronounced ring-sum) indicates module-2 summation, which
obeys the following rules:

090=0
0®d1=1
1®@0=1
1®1=0



216 Appendix 1

Input Delay RAM Output
L3 LO o- o A
R3 RO O [ 16H | o B
L4 L1o o C
R4 R10-— D
L5 L2o o E
RS R2o E
0 G
H
Matrix Operation a 1 GRCC Code [
Circuit Generator [—O |
B-adjacent code generator
Figure A1.1
Qo = T®Lo + TSRy + TAL, + T?R, + T2L, + TR,
az as ag ayg

FLA... G

Figure A1.2

which is an exclusive-or operation. When considering expression (1) and
applying the rules, the parity bit P, will be 0 for even numbers of logic levels,
and 1 for odd numbers.

Q codes are generated by a matrix operation circuit, the principle of which
is shown in Figure A1.2.

Initially, Ly, a 14-bit data word comprising bits a, to a4, is applied to the
summing nodes and the shift register contents are all Os. After one shift to the
right, the shift register contents change to those shown in Figure A1.3. The
single shift operation on word L can be defined as TL,.

Now, a second data word R, comprising bits b, to by, is applied to the
summing nodes. When the next shift occurs, the shift register contents
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18hitt
1] bgy by bg bg big
m @ J‘D’ T a @] %8 @» 8
r 7 Sy saqg 9
Figure A1.3
2 Shift
C; Cy C3 o Cg Co
r—lbm‘am}»(L*LbnamJ-»@*{ boyeay }»L—»(})» b7+ 26 |~G 28'37 |—>
14+a13
bg+
ags+
b4
014\
+)
Figure A14

change to those shown in Figure Al.4. This time, L, undergoes two shifts
while R, is subjected to only one, the combined effect can be defined as TTL,
®TR,, or T°’L, @ TR,

After six shift operations, the shift register contents constitute the code
word Q,. Mathematically we can write:

Q,=TL, ®T°Ry @ T'L, ® T’'R, ® T°’L, ® TR,
Similarly we have,

Q, = T°L; ® T°R; ® T'L, ® TR, @T°Ls ® TR;
and

Q, = T°L;, ® T°R;, @ ... ® T’Lyps2 ® TRy,

The 1-bit shift and 2-bit modulo-3 summation are functions of T having the
following forms:



218 Appendix 1

(000
100
010
001
000
000
000

T=[000
000
000
000
000
000
000

and

TL, = T/ a,

a
a3
ay
as
¢
ay
ag
Qg
Ay
ay
ap
a3
A4

If we let:

[L0=a1a2..

[R0=b1b2..

[Ll = C|Cy...

[R2=f1f2...

00000000001
00000000000
00000000000
00000000000
10000000000
01000000000
00100000000
00010000000
00001000001
00000100000
00000010000
00000001000
00000000100
00000000010J

a;
a
a3
a4
as
ag

ag Day

-314]
b
c14]

fie |



Then we have the following:

TR, = f,
i
f;
fs
f

T'L, = [ ¢, ]

Cs @ Cy
Co ® Cn2
C1 @ Cp3
Cs @ Cia
Co

TT?-L?_:_

T°R,

by @ by
bs &by,
bs @ by,
b; ® by
by ® by,
by

T°Ly
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]

Ay

ap
ap

a;

2]

a3 @ a
a, @ ay
as @ a
s @ ap
a; @ ap
a3 @ ay

Now, let us see how a Q code can be generated if data are input serially.
Consider the following scheme:

(1) One of the feedback loops is controlled by a switch that turns on when-

ever 15 shifts are made.

(2) The exclusive-oroperation is only active during a SR (shift register) shift.
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With the following configuration:

Figure A1.5

Data in — )

\

8 bit S

B

6 bit SR

Then, after 14 shifts the contents of the two SRs are:

Y

a,lazlaala‘,a,,]a,la,—[a.]_z)__{aglaw[a,,Ia,,lam]au

Figure A1.6a

For an additional shift we have,

iy

)—_Lau[a,[azlaala‘[aslaolaI'_£‘:l:

ag a9 an ap a3
Figure A1.6b
which we recognize as TL,. As we continue we have,
8, a4
D + 84 [ 8 | 3, | a3 | a, | a5 | a4 © a; + 8 | 8y | 8y | &y
b4 T ag ‘—]
Figure A1.6¢
After the 30th shift, the contents of the SRs are:
I 1
a3+ |8t
13 | ayw | @y [ 82 | 83 | 84 | 85 | 84 I a; + |ag + | @8 | 810 | By | By
+ + + + + + + + b + b‘ + + + hd
b1y by bz | ba be by by | bs b" 9 big | b b2 | by
e

Figure A1.6d
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which is T L, + TR, (when compared with the two column matrixes TR, and
T2L,). Note that for this scheme to work, the serial data have to be sent in the
following format:

djgdpiadpadyg. ..y bb,y by b, bcyycp

Where b = 0. Finally, the reader can easily verify that after 90 shifts, the
contents of the two SRs constitute the word Q.

The PCM-F1 employs cyclic redundancy check code (CRCC) for detecting
code errors. The encoding can be easily implemented by using shift registers
while the decoding scheme becomes simple because of the inherent well-
defined mathematical structure. In mathematical terms, a code word is a code
vector because it is an n-tuple from the vector space of all n-tuples. For a
linear code C with length n and containing r information digits, if an n-tuple

V(l) = (anl’ Vlv sy Vn—Z)
obtained by shifting the code vector of C
V = (Vo, Vl, Vz, e Vnﬂl)

cyclically one place to the right is also a code vector of C, then linear code Cis
called a cyclic code. From this definition, it follows that no matter how many
times the digits in V are shifted cyclically to the right, the resulting n-tuple is
also a code vector. The components of a code vector define the coefficients of
a polynomial. Therefore, if we denote V (X) the code polynomial of V, we
then have:

V(X) = Vo+ ViX+V, X2+ ... +V, _ X*!

or, in a particular case, where we have the following code word,

4 13 12 11 10 9 8 7 6 5 4 3 2 1
lofofrf{rfofrfofoftfof1fofofr]

X" xv X8 x5 x? X0 =1
Figure A1.7

The code polynomial is written as,

V(X) = X"+ X"+ X+ X+ X’ + 1
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where + stands for modulo-2 summation. Moreover, every code polynomial
V (x) can be expressed in the following form:

V(X) = M(X)gX)...... (2)
= (Myg+MX+MX*+.. . +M,_ X" H(1+g X+gX2+... +
gn_r_lxnfrfl_i_xnvr)

where My,M,, ...,,_; are the information digits to be encoded and g(X) is
defined as a generator polynomial. Hence, the encoding of a message M(X) is
equivalent to multiplying it by g(X). Note that in any particular cyclic code,
there only exists one generator polynomial g(X). However, if we encode the
information digits according to (2), the orders of the message digits are
altered. Hence, a different scheme must be used. The code can be put into a
systematic form (see example 3 below) by first multiplying M(X) by X" "and
then divide the result by g(X), hence,

X"TM(X) = Q(X)g(X) + R(X)
Adding R(X) to both sides, we have
X" ™™M(X) +R(X) = Q(X)g(X) ... .. 3)

Where Q(X) is the quotient.
R(X) is the remainder.

And, in modulo-2 summation R(X) + R(X) = 0

If we define the left-hand side of (3) as our transmission polynomial T(X),
then

T(X) = Q(X)g(X)

which means that T(X) can be divided exactly by g(X). In this case, the
encoding is equivalent to converting the information polynomial M(X) into
T(X).

If, in the recording process, T(X) changes to E(X) and errors are detected.
In the PCM-F1, when the CRCC indicates that one word in a horizontal
scanning period H is incorrect, the remaining words in that period will all be
considered erroneous.

At this point it is natural to ask what kind of properties g(X) must have in
order to generate an (n,r) cyclic code, i.e., generating an n-bit code from a
message of r bits. We have the following theorem.

Theorem. If g(X) is a polynomial of degree n-r and is a factor of X" + 1, then
g(X) generates an (n, r) cyclic code.
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Now, we shall show you how a 4-bit cyclic code can be generated from a
message of 3 bits. We hope that the whole situation will be clarified by the
following simple examples.

Example 1. Since n = 4 and r = 3, we are searching for a polynomial of
degree 1. Because:

X+1 =X+ DXP+X*+X+1)
Our g(X)willbe X +1
Note that g(X) is primitive (irreducible).

Example 2. Consider the messages 000, 100, 010, ... 111 where the LSB is at
the extreme left of each word. From (2), we have

for 100, V(X) = 1(1+X) = 1+X
101, V(X) = (1+X)(1+X) = 1+ X+ X*+X?

For these two cases, the coded words are 1100 and 1111 respectively.
Proceeding as before, we have the following:

MESSAGES CODE
LSB MSB LSB MSB
0 0 0 O 0 0 o0
1 0 0 1 1 0 0
0 1 0 0 1 1 0
1 1 0 1 0 1 0
0 0 1 0 0 1 1
1 0 1 1 1 1 1
0 1 1 0 1 0 1
1 1 1 1 0 0 1

This code has a minimum distance of 2, hence it can detect a single error in the
message, it is not systematic, i.e., we do not have a code where the first 3
digits are the unaltered message digits and the last one is a check bit.

It is not difficult to see that this code can be implemented by the circuit
shown below:

Message . . Code word
in out

Figure A1.8
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which employs two exclusive-or gates and two SRs. For this scheme to work,
the message should be input as:

M, M,M;M,0M,’M,'M,’M, 0. . . etc.

The SRs reset whenever 5 shifts are made.
The decoder has the following configuration:

Messag; Ba Message
out

Figure A1.9

After 4 data bits come out of the AND gate, we look at the 4th bit. If this bit is
zero, the three message bits are considered correct; otherwise, an error is
made. Hence, the SRs reset after every 4 shifts. Also, the message input
sequence is:

C1C2C3C4C1,C2,C3,C4, ... etc.

The circuit works because when we multiply a,a,a; by 11 we get the following:

a, a, a;
1 1

a; a a3
a4 a as

a, a ta, a,+ta,

Hence, with the following circuit

ag ———»L as ——»@—— a1 —

Figure A1.10
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2nd shift, a; is out.

From these 5 shifts, we get 0,a;,a, + a, , a, + a;; which matches the elements
generated the multiplication.

However, for this to work, the message input must have the following
format:

M M,M;M,0M,'M;'M,0...

and the SRs reset whenever 5 shifts are made.
Hence, for the decoded message D,D,D;, we have:

D, = a;.1
D, = ((a,.1) +2,).1
D3=(((a1.1)+a2).1+a3).1

AlSO, R = D3 +a,

For zero error detection, D; equals to a,. This is true when we look at the LSB
columns of the message and code table. It is also clear that the decoder circuit
implements the above division.

Example 3. We can form a systematic code by using equation (3). Take the
last message word (1110 in the above example), then, the message poly-
nomial is M(X) = 1+ X + X2

Since X"~ " = X in this case, we have XM(X) = X + X* + X°.
Dividing XM(X) by the generator polynomial g(X) = 1+ X we have
X? +1

X +X+X

X+1|X+X

X
X+1

The remainder R(X) = 1
Thus the code polynomial is

TX) = X*+ X2+ X +1

which is 1111
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Proceeding as before, we get the following systematic code:

MESSAGES CODE
LSB LSB MSB

<
)
oo}

—_ O, O =, O = O
_—= OO = = OO
_—m = OO OO
—_—O O = O == O
—_ O, O=, O =, O
_—= OO = = OO
_—m = OO OO

Assuming that message bits are input as
MM, 0M 'M;'M5'Mg. . .,

The code can be implemented by the following circuit.

$1
Message
in® oo O
NS2
° Qutput
Figure A1.11

Initially, S2 is off and S1is on. After M3 is fed into the circuit, S1 switches off,
S2 turns on and an additional shift by the SR generates the parity check code.
Then, S2 switches off and S1 turns on to repeat the process.

:}_o

Figure A1.12
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The decoder operates in the same manner as the encoder. However, an AND
gate is inserted to check the parity received and the one generated by the SR.
If they do not match, an error is detected.

Erasure and B-adjacent decoding

After the CRCC decoder detects a code error in each data block, error
correction is implemented in the parity decoder. First the syndrome Sp,

(corrector) is calculated as follows: .. B .
ad "+ e O
Spo = Lo+ Ro+ L, + L, + P, +%; + %o hewt poge. a5 wet !

where
PO - L0+R0+L1+R1+L2+R2

If there is no error, Sy, = 0, because in modulo-2 summation, adding any two
identical quantities is zero.

On the other hand, suppose a single error R’ (i.e., all 16 bits are incorrect)
in a single message block is made. In this case, Spy = 1.

If we add this to R,’, correction can be made because:

IfRx =0,R; x =1 whereRxisanybitinR,
Rix = LR, x = 0 where R, xisany bitin R;,

and, in either case, we have R,’ + Spy = R,. However, if two errors occur,
this method of correction — called the erase method — fails to recover the
original information. Since interleaving is employed in the PCM-F1, original
bits in a block are shuffled to the other blocks by a 16H delay. Effectively, this
method is capable of correcting errors occurring successively in 2048 bits.

In B-ADJACENT decoding, the syndromes Sy, and S are calculated as
follows:

Spo = Lo, + Roy + Ly + Ly, + Rye + Py B )
Sw = T°Ly, + T° Ry, +‘IFLlr + TRy, + T2L,, + Qg . ¥ | Rir (%)
where

P(kz L0+R0+L1+R1+14+R2*
Qo= TLo+ T°Ro + T'L, + T°R, + T?L, + TRy

*Logs - - -, Rap, Por, Qo are the info received.
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Suppose the received information R, and R,, contain error, then:

R/ =R, +Egq;........ (6)
R, =R, +Epp..v..... (7

where R, and R, are the original messages transmitted
Eg, and Eg, are the errors added.

Substituting R,” and R,’ in place of R, and R, in (4) and (5), we can easily
get,

Spo = ERI + ERZ ........ (8)
SQ() = T3 ERl + TERZ ........ (9)

adding T™' to both sides of (9), then
T_l SQ() = TZ ERI + ER;)_ ........ (10)
adding Sy to both sides of (10),

Spo + T‘I SQ() = (TZERI + ER;)_) + Sp()

= (T*Eg; + Ego) + (Eg; + Ego)

=(T*+DEgq........ (11)
rearrange 11:
Eg = (T2+1)_'441(sm+T*‘sQO) ........ (12)
from 8:
Er2 = Egi+Spp...v.... (13)

Before we go on, let us summarize the situation as follows: we first
calculate the syndromes Spy and Sy, according to (4) and (5). After some
algebraic manipulations (if only 2 or less errors are made during the trans-
mission of data), the error pattern can be calculated by (12) and (13). Once
these are known, we can correct the error by (6) and (7) where:

R; = R’ + Eg,
RZ = R’2+ER2
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Note that in modulo-2 summation, since 1 +1 = 0,1 = —1. By this method,
4096 successive bit errors can be corrected.

In what follows we shall demonstrate how the decoding is done by going
through an example.

Unfortunately, the matrix T consists of 14 X 14 elements. Even for a simple
example such as shown below, a lot of algebraic manipulations are involved.

Therefore, in order to avoid the many steps of purely mechanical compu-
tation from clouding the main issue, we shall show only the important steps or
results. Anyway, what is important here is to get a ‘feel” of how decoding is
carried out.

Example. We have the following data:

LSB MSB
L, o 0 o 0 O O O O O O O o0 0 O
R, 1 0 0 0 0 O O O O O O O 0 O
L, o 1 0 0 0 O O O O O O 0 0 O
R, O 0 1 0 0 O O O O O O O 0 O
L, o o o 1 0 O O O O O O O 0 ©0
R, 0O 0 0 0 1 O O O O O O O 0 0
P, 1 1 1 1 1 0 0 0 0 0O O O O O
Q0 0 0 0 0o 4 © o0 0 0 0 0 0 0

Suppose that, after the data is transmitted, the received data becomes:

L, o, o 0o o0 0o 0O O O O O o0 0 o0
Ry 1 o 0 o0 o0 O O o0 O o0 o0 0 o0 O
L, O !1 0 0 o o O O 0o O o0 0 0 O
R0 0 1 1 $1 0 0 0 O o0 0o 0 0 O
L, 0 0 O 1 o 0o 0 O O O O 0 0 o0
RYO O 0 O O 0 O 0 0 1 1 1 0 0
Py 1 1 1 1 1 0 0 0o O O O 0 o0 o0
Qo0 0 0o 0 0 £ ® 0 0 0 0 0 0 O

We can find Eg; and Eg; as follows:
First, we have to find Spg and Sgg.
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Using (4) it is easy to see that

-

w
3
Il

= S R R N = S S S

L -

Similarly, from (5) and the column matrixes TR,, T’L,, . . ., T°L, listed in the
previous section, we find,

|

SQo =

S === OO = =00 OO0

After going through some algebraic manipulations, we find T— 1, (T>+ 1)
and finally (T>+ 1)'. We have,



Sp() ‘+‘T_1SQ() =

L

SO OO OO O R~ R~ = =0O00
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}

-

Moreover, using (12), we obtain:

Ert

cocoococococo oo —R,rRrOoOoCC

L
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and finally from (13),

=]

Er, =

OO R R, OO0 OC~,OOO

Now, you can verify that by taking the modulo-2 summation of R'1 and Eg,,
R,, and Rg,, the correct transmitted data are obtained.

Notes:

1 (T?>+ 1)"" can be constructed as follows:
We have,

a,+ap
atay
a,+a,
a,+a,
a; + ag
a,+ 2
(TP+DLy = | as+a, =M
agt+.ag

a;+ ag + aps
ag + At ay
ag+ am
aptap
a;tap
aptay
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Because (T? = 1)! M = L,, then for the first row of (T +1)"' we must
have

[0010101010101@
so that
[001()10101()1010]M==m

2 We can find T™! and (T? + 1) in a manner similar to the above.

3 Itcan be verified easily that (T> + 1) (T*+ 1) = 1.
When we multiply the first row and the first matrix by the first column of the
second one, we have,

(0.1) + (0.0) + (1.1) + (0.0) + (1.0) + (0.0) + (1.0) +
(0.0) + (1.0) + (0.0) + (1.0) + (0.0) + (1.0) + (0.0) = 1

Thus, the first element of the matrix is 1. Similarly, we can verify that all the
other elements, except the ones at the diagonal, are zero.

Q, = T°Ly+ T°Ry + T*L, + T°R, + T’L, + TR,
01000000000000
00100000000000
00010000000000
00001000000000
00000100000000
00000010000000
T ! = 00000001000000
40000000100000
00000000010000
00000000001000
00000000000100
00000000000010
0000000000000
10000000000000 |
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00000000010 |
00000000001
0000000000
0000000000
000000000
100000000
010000000
101000000
010100000
00101000
00010100
00001010
00000101
00000010

o

—

T +1=

DO O DD OO OO, O, OO
S OO DD DD~ D~

DO O DD OO~ O~ O
SO DD O O~

DO O DD O OO DO~ O~
-_— 0 O o O

1
]

01010
10101
01010
10101
01010101
001010101

101
0
1
0
1
0
000101010
0
0
0
1
0
1

10
01
10

OO DO~ O~
S = O = O

(T*+D7' =
0000010101
1010100000
0101010000
1010101000
0101010100
1010101010
0101010101

O = O = O~ OO0 00O OO
e = R =R e B e v I cvm B v B v B e R v B )
S O m O, OO0 00O OO R~
—_o O~ 0O 00000 oo —=,O

T
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Anatomy of a PAL Composite Video Signal (Monochrome)

Within a period of 64 us, the digital data processing circuit of the PCM-F1
outputs 168 bits of data. If these data are to be recorded on tape, the tape
recorder has to handle about 2.6 x 10° bit s™'. Presently, only video tape
recorders have the required bandwidth to perform this task, which means
that digital data have to be turned into a video signal before it can be
recorded.

This appendix looks at the components of a composite video signal. At the
end, a list of video signal parameters and definitions of video terms are
included as reference.

In a television set, two independent free-running oscillators are employed
to generate sawtooth voltages that deflect an electron beam horizontally and
vertically over the entire display screen. The sweep is from left to right, and
top to bottom. The time required for an electron beam to make a horizontal
‘round-trip’, i.e., from the left edge to the right edge and then back is defined
as H. Similarly, a vertical round-trip is termed V.

The frequency of H intervals per second, called the horizontal frequency,
is set at 15,625 Hz. To minimize interference on the television screen caused
by beating, the vertical frequency (i.e., intervals per second) is chosen to be
the same as the frequency of mains power: 50 Hz. (Although modern TVs are
immune to mains power beat interference, the 50 Hz standard remains.)
These two frequencies determine the line and field rates of the display. From
these two numbers, we get, in 1 field, 15,625/50 = 312.5 lines. Also, 1H
occurs in a period of 64 us.

For meaningful pictures to be displayed on the screen, the free-running
oscillators must be triggered by some means so that they are synchronized to
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BLACK NEGATIVE
DIRECTION TIME — I

l<u+— 26H —’!*— 26H ——I‘—— 26H ——+M

EQUALIZING PULSE VERTLgNC EQUALIZING PULSE 8 TO I2H PULSES
PUI

l

INTERVAL INTERVAL

INTERVAL

A | -

'—'9 YO 12 H PULSES

|

_ J"’L
-

q |

U n

:

(V) sYNC SIGNAL
(2 BLANKING SIGNAL

Figure A2.1

both line and field rates. Hence, both horizontal and vertical sync pulses are
inserted into the video signal. Refer to figure A2.2. However, the television
receiver must have some way of detecting which sync pulse is being received
at any one time. Figure A2.2a shows horizontal sync pulses at the end of one
field and the beginning of the next. Between the times T, and T,, therefore,
vertical sync pulses must be inserted, and must be sufficiently different from
the horizontal sync pulses so that the receiver knows the difference. The
technique is to use pulses of a different width, called field broad pulses, (Figure
A2.2b). Thus a simple differentiator circuit will detect horizontal sync pulses,
while a similarly simple integrator circuit will detect vertical sync pulses.

As we have mentioned before, in one field, 312.5 lines are scanned.
However, the horizontal resolution of the raster can be increased,

Tl {a) T2

TrrvuyyuuyTvv ey
(b)

Figure A2.2 Syncsignalsina PAL signal {a) horizontal sync signals at the end of
one field and the beginning of the next (b) composite sync signal with field
broad pulses (vertical sync pulses) added
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theoretically, to 625 lines by dividing the total display into two interlaced
fields, such that odd lines are scanned in one field and even lines in another.
The two fields form what is called a frame. With this technique, although the
frame rate is only half the field frequency i.e., 25Hz, which could give rise to
annoying flicker of the picture, the raster refresh rate is a ‘flicker free’ SOHz.
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Figure A2.3 /nterlaced fields (a) interfaced display (b) using a ',H shift in the
vertical sync pulses

X< — Threshold voltage

Note:

Integrated waveform for odd field

===~ Integrated waveform for even field

Figure A2.4 Problems created in timing when a Y2H.shift in vertical sync pulses
is used to interlace fields
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Once interlacing is adopted, the composite sync signal gets more compli-
cated. The sweep and retrace pattern, shown in Figure A.2.3a, can be gene-
rated by the sync signal indicated in Figure A2.3b. Note that it is the ¥2H shift
in the vertical sync pulses which interlaces the fields.

The Y2 H shift in vertical sync pulses, however, creates a timing problem in
that each field (odd and even) of the frame will be triggered at different times
(T; and T,). This is illustrated in Figure A2.4. The solution is to add extra
pulses before and after vertical sync pulses to ensure there is a similar pulse
pattern around the vertical sync pulses for each field (Figure A2.5).
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Figure A2.5 Addition of equalizing pulses to solve the field timing problem
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Figure A2.7 Horizontal line sync signals are combined with analog display data
during the display time

All the pulses discussed are combined in Figure A2.6, where the vertical
blanking intervals of odd and even fields of a composite video signal are
shown. Figure A2.7 shows how horizontal live sync pulse and analog display
data are combined for the rest of the signal, along with nomenclature.
Finally, Table A2.1 lists main specifications of the PAL and NSTC composite
video signal formats.

Table A2.1 Main specification of PAL and NTSC composite video signals

PAL NTSC
Lines per frame 625 525
Field rate (Hz) 50 60
Line period {us) 64 63.5
Field period {ms) 20 16.67
Horizontal sync pulse (us) 5.8 5.1
Vertical sync pulse (us) 160 168.75
Horizontal blanking (us) 12.05 1.4

Vertical blanking (ms) 1.28 1.27
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Definition of video terms

Blanking level
The level which shuts off CRT current, resulting in the blackest possible
picture.

Composite sync signal
The portion of the composite video signal which synchronizes the scanning
process.

Composite video signal
The display signal plus the composite sync signal.

Reference black level
The maximum peak excursion of the display signal in the negative direction.

Reference white level
The maximum peak excursion of the display signal in the positive direction.

Setup
The difference between the reference black level and the blanking level.

Sync level
The peak level of the composite sync signal.
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Sampling theorem

Sampling picks out values f(nT) from a signal f(t), at regular intervals. This is
equivalent to the multiplication of f(t) with the signal s(t), given by the
expression:

fs(t) = Z TE(nT)8(t ~ nT)

where (t) is a delta function.
The Fourier transform Fy(w) of F,(t), is given by the expression:

Fy(w) = f Z TH(nT) 8(t —nT) e ' dt

n= -~

where w, = 27/T. When two functions are multiplied in time their trans-
forms in the frequency domain are convoluted. For this reason, the spectrum
F(w) is repeated at multiples of the sampling frequency. Function f(t) may be
recovered from F(w) by first multiplying by a gating function G(w), illus-
trated in Figure A3.1. This results in the expression:

F(w) = F{(0)G(w)

Now, the inverse transform of G(w) is given by the expression:

sin wot
t

and if:

Fi(w) < (1)



242 Appendix 3

G (w)

Fs (00) —— LPF F(w)

Figure A3.1 Recovery of a sampled signal
then:

G(w) — g(t)

so that:

Fi(0) G(w) < f(t) * g(t)

where the symbol * denotes convolution. This gives:

e Sin(JJot

f(t) = Tf(nT)8(t — nT) * ———

(t) Z (nT)3(t =) " =
_ i THnT) sinag(t —nT)

0= —x To(JJ(](t_nT)/z

and, when: T, = 2T:

() = Z £(nT) ——Siz(‘:‘;(i}'g)

This result, the sampling theorem, relates the samples f(nT) taken at regular
intervals to the function f(t).
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The sampling theorem is important when considering the bandwidth of a
sampled signal. For example, a function f(t) can only be properly recon-
structed when samples have been taken at the Nyquist rate, 1/T = 2/T;. In
practical terms, this means that the sampling frequency should be twice that
of the highest signal component frequency, i.e.:

F, = 2f,

and so, to make sure that signal component frequencies greater than half the
sampling frequency are not sampled, an anti-aliasing filter is used.
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A law, 534
Absorption, optical, 130-31
Acquisition time, 40-41
Aliasing, 32-3
Analog audio recording, 6-7
Analog/digital (A/D) conversion, 27-8
EIAJ format, 173
see also Converters, A/D
Analog filter, 76-7
Anti-imaging filter, see Low-pass filter
Aperture control circuit (AC), 38-40,
182
Aperture time/uncertainty/jitter, 41
Audio Engineering Society (AES), 9
Automatic track following (ATF),
195, 197, 201-2
area divided, 201

B-adjacent coding, 94, 172
decoding, 227
Bandwidth requirements, 9, 52
Bar coding, 117
BCD conversion code, 48
BCH correction code, 95
Beam splitter, 140
Bi-phase code, 81
Bipolar system, 43
conversion codes, 49
Bit error rate (BER), 114
Block codes, 90
Block conversion, 57
Broadcasting, FM, 16-19
Bursts (errors), 83

CDP-10t1:
amplifier circuits, 155
servo circuits, 148

Channel coding, 80
Code errors, 83-5
compensation, 85
concealment, 96
correction, 89-94
detection, 86-90
Code rate, 89-90
Code vector, 221
Code word, 221
Coding theorem, 89-90
Collimator, 134-5
Combinational parity checking, 91
Compact disc (CD), 101-3
development, 12, 14-15
emphasis codes, 106-7
player servo circuit, 146-54
production, 109-112
readout, 104
recording, 104
sampling rate, 33
signal parameters, 10710
Composite video signal, PAL, 235-9
Control word, information, 116-17,
178
Conversion, 27-8, 48-51, 173, 186
Converters, A/D, 27--8
D/A, 160-7
dual slope integrating, 60-63
dual slope single-integration, 724
flash, 67
parallel, 65
ramp, 65
successive approximation, 63
video, 8, 73, 186
voltage-to-frequency, 68-9
Convolutional codes, 90
Cross-interleave Reed-Solomon



(CIRC) code, 95, 113-16
decoding, 157
Crossword code, 91-4, 183-4
CX7933 IC, 157
CX7934 1C, 157
CX20017 1C, 160
CX23034 IC, 78
CX23035 IC, 56
Cyclic filter, see recursive filter
Cyclic redundancy check code
(CRCC), 87-90, 178, 215
theory, 221-7

Decoding, 15760, 227
De-emphasis, use of, 16
Deglitcher, see Sample-hold circuits
Delay modulation code, 81
Delta modulation, 58-9
adaptive, 58-9
Delta-sigma modulator, 68-9
Demultiplexer (DEMUX), 182
Differential PCM, 57-9
adaptive, 59
Diffraction gratings, 136
Digital/analog (D/A) conversion,
73-9, 160-65
Digital audio broadcasting, 17-19
equipment history, 20-23
Digital audio disc (DAD), 14-15
Digital audio peripheral equipment,
15,17
Digital audio processing, 27-8
Digital audio production system, 17
Digital audio stationary head
(DASH), 12
Digital audio tape (DAT) format,
192-214
Digital editing console, 15, 17
Digital filter, 77-8
Digital magnetic recording, 139, 171
Digital mixer, 15
Digital multimeter (DMM), 63
Digital panel meter (DPM), 63
Digital reverberator, 17

Digital-to-video converter (DVC), 181

Digital transversal filter, 76
Digital voltmeter (DVM), 63
Disc motor servo circuit, 154
Dither noise, 48

Droop (voltage drop), 40
Dropouts, 83

Dynamic range, 56

Editing errors 85
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Eight-to-fourteen modulation (EFM)
code, 82, 122-5
demodulation, 157
Electronic Industry Association of
Japan (EIAJ)
14 bit standard, 10, 173, 177
recorder specification, 172--3
sampling frequency, 33
Encoding, 58-9, 174-5
EFM modulation, 122-5
PCM-1600/1610, 1834
Erasure correction method, 227
Error concealment, 96
Error correction:
b-adjacent coding, 172
code forms, 90
DAT format, 202-3
theortes, 215-34
Exclusive-or-operation, 216
Exponent output, 55

Feedback control circuits, 146-54

Field broad pulses, 236

Filters, 76-9

Final bit rate, 126

Finite impulse response filter, see

Digital transversal filter

First-in-first-out buffer (FIFO), 181

Floating point conversion, 55-6
block, 57

FM broadcasting, 17-19

Focus coil, 143

Focus search circuit, 149

Focus servo circuit, 148

Frame, signal, 116, 126

Generator polynomial, 222
Glitches (transients), 38
Granulation noise, 48

Gray conversion code, 49
Guard-bandless recorders, 193

High-density modulation (HDM-1)
code, 81
Hold time (sampling), 72

Injection laser diode (ILD), 137-9
Input stage, recording circuit, 180
Inter-block gap (IBG), 197
Interlacing, 237-8
Interleaving, 97, 174-7

DAT format, 2034

EIAJ system, 177

PCM-F1 system, 177

Video 8 format, 191
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International Standard Recording
Code (ISRC), 121
Intersymbol interference, 84

Jitter, 83
margin, 83

Lasers, 139-40

Least significant bit (LSB), 48
Lens, optical, 132-3

Low-pass filter (LPF), 180, 182

u-law, 53
Main spot detector, 148
Manchester code, see Bi-phase code
‘Mantissa’ output, 55
Masers, 139-40
Matrix operation circuit, 216
Merging bits, 124
Miller code, see Modified frequency
modulation code
Modified cross-interleaved code
(MCIC), 189
improved, 189
Modified frequency modulation
(MFM) code, 8!
modified (M*FM), 81
Modulo-2 summation technique, 215
Most significant bit (MSB), 43, 48
Multiplexer (MUX), 180
Music start flags, 108

Natural binary code, 54
Near-instantaneous companding, see
Block conversion
NHK (Japan Broadcasting
Corporation}, 7
NICAM-3 system, 57
Nippon Columbia, 9
Noise effects, 85
Noise-reduction (NR) system:
Video 8 format, 186
Noise shaping 69-70
Non-return to Zero (NRZ) code, 81,
124
NTSC 525-line TV system:
parity blocks, 190
sampling frequency, 33, 35
signal specification, 178, 239
Nyquist theorem, 29
rate, 243

Offset binary conversion code, 55
One’s complement conversion code,
55

Open reel recorders, 4-5

Optical components, 1317
pick-ups, 140-5

Optical spectrum, 128-9

Optical waves interaction, 129-31

Output stage, playback circuit, 182

Oversampling, 75-6

Overwrite recording, 193

P parity words, 94, 189
theory, 215
P subcodes, 116-17
Pack format, 208
PAL625-line TV system:
parity blocks, 190
sampling frequency, 33, 35
signal specification, 178, 239
Parity checking, 86
PCM-1,9, 10
PCM-F1, 10
basic circuitry, 179
CRCC, 221
interleaving, 197
16-bit format, 172
PCM-1600/1610 format, 9, 11, 91,
183-5
PCM-3324 recorder, 12
Phase locked loop (PLL), 157
Philips:
CIRC, 95, 113
DAD, 15
Pick-ups, optical, 140-5
Planck’s Law, 139
Playback circuit, 181-2
Predictive encoding, 58
Pre-emphasis, use of, 173
Prism, optical, 133
Pulse amplitude modulated (PAM)
signal, 38—40, 182
Pulse code modulated (PCM) system:
basic circuitry, 179
commercial processors, 9-11
data interleave, 2034
differential, 57-9
early development, 7-9
see also specific models eg. PCM-1

Q-parity sequence:
Video 8§ format, 190-1
Q parity words, 94
theory, 216-21
Q subcodes, 117-25
Quantization, 48-50
companding systems, 52-5
linear systems, 52



non-linear systems, 52-5
Quantization error, 44-5

masking, 47-8
Quantization intervals, 43-4

Quantization noise, see Quantization

error
Quantization processor, 17
Quarter-wave plate (QWP), 137

Radio frequency (RF) amplification,
155-6
Raster, 236-7
Recording circuit, 180-1
Recursive filter, 77
Redundancy:
data sequence, 90
Video 8 format, 191
Reed-Solomon code, 95, 113
double-encoded, 203-5
Reflection, optical, 129-30
Refraction, optical, 131
Regulators, feedback control, 1467
Rotary head digital audio tape

recorder (R-DAT), 20, 192, 213-4

sampling frequency, 36
tape duplication, 211
Rotary head principles, 12-13
Round-off error, see Quantization
error

Sample hold circuits, 36-8, 40-1
Sample interpolation rate, 114
Sampling frequency, 33-6
professional standards, 35-6
standard, 9
Sampling frequency unit, 17
Sampling principles, 29-33
Sampling theorem, 241-3
Sampling time, 72
Scrambling (encoding), 115
S-domain, 69-70
Servo circuits, 147-54
Settling time (sampling), 46-7
Shannon theorem, see Nyquist
theorem
Side beams, 140
Side spot detectors, 151
Sign bit, 43
Sign magnitude conversion code, 49
Signal decoding, 157-60
Signal processing stage:
playback, 181
recording, 181
Signal-to-noise ratio, 45-7, 56
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Skew bits, 185
Sled servo circuit, 151-3
motor, 151-3
Sony:
A/D converter, 70-3
CDP-101 player, 148, 155, 160
CIRC code, 95, 113-16
crossword code, 91-94, 175, 183
DAD system, 15
digital audio developments, 20-3
PCM-1, 9
Stationary head digttal audio tape
(S-DAT), 20
format, 192
sampling frequency, 36
Stationary head system, 12-13
Subcodes, 116-7
DAT format, 200, 205-8, 209
Sync word, 126, 148, 152
Syndrome words, 93

Table of contents (TOC), 106, 211
Tape duplication:
R-DAT tapes, 211, 214
Tape recorders, early developments,
4-5

3-position modulation (3PM) code, 81

Time base corrector (TBC), 181-2

Time crosstalk, see Intersymbol
interference

Timing diagram, 156

Tracking coil, 143

Tracking servo circuit, 149-50

Transmission, optical, 131

Turntables, early developments, 3

2-axis device, 140, 143

2’s complement code, 43, 49

U-matic standard, 11
Unipolar conversion codes, 48

Vector space, 221
Vertical blanking intervals, 239
Video 8 PCM:

format, 186-91

sampling frequency, 33
Video format, PCM, 178-9
Video tape recorder (VTR), early

developments, 9-11

Video-to-digital converter, 181
Voltage-memory device, 37

Wave shaper circuit, 155-6
Word (series of bits), 44



